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d threshold circuit can be simulated uniformly by a polynomial-size majority circuit of depth
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1 Introduction

A threshold gate is a fairly simple device that computes a weighted sum of its inputs and

compares it to a threshold value and outputs 1 or 0 depending on the outcome of the comparison.

A threshold circuit is an acyclic network of threshold gates. The size of a circuit is the number

of wires in it.

Small-weight threshold gates are a restricted type of threshold gates. In this case the mag-

nitude of the (integer) weights of the gate is bounded by a polynomial in the number of inputs

to the gate. The corresponding circuits are called small-weight threshold circuits. In this case

the magnitude of the weights in the circuit is bounded by a polynomial in the total number of

inputs to the circuit. It is easy to see that a majority gate can simulate a small weight threshold

gate by simply duplicating input wires and adding some constant inputs. This only leads to a

polynomial increase in the number of wires. Hence, depth d polynomial-size majority circuits

are equivalent to depth d polynomial-size, small weight threshold circuits.

Threshold circuits have been shown to be surprisingly powerful. It is implicit in work by

Beame, Cook, and Hoover [4] that integer division can be carried out by polynomial-size thresh-

old circuits of constant depth. Allender [1] (inspired by Toda [29]) shows that any function in

AC

0

can be computed by depth 3 majority circuits of quasi-polynomial size. Yao [34] extends

this to all of ACC

0

(see also [5]).

There are some strong lower bounds for majority circuits of very small depth. Hajnal et al.

[11] prove exponetial lower bounds on the size of depth 2 majority circuits computing \inner

product mod 2." These results were extended in [13] to depth 3 majority circuits where the

gates on the bottom level have very small fanin, and recently super-polynomial bounds were

proved for depth 3 majority circuits where the gates on the bottom level are arbitrary gates of

fan-in n

1��

[23]. For depth 3 majority circuits with no extra restrictions, no super-polynomial

lower bounds are known. Siu, Roychowdhury, and Kailath proved super-linear lower bounds

on the number of wires in constant-depth majority circuits computing parity [28]. Recently

Impagliazzo, Paturi, and Saks extended the results of [28] to constant-depth threshold circuits

(with large weights) computing parity [15].

If one considers threshold circuits with arbitrary weights, even less is known. There is no

super-polynomial lower bound for depth 2 threshold circuits computing some function in NP.

As we mentioned above, such bounds exist for majority circuits [11]. It is therefore interesting

to explore the power of large weights in threshold circuits.

It has long been known that a single threshold gate is strictly more powerful than a single

small-weight threshold gate. For instance, Myhill and Kautz showed in 1961 that there are

functions computable by a single threshold gate that require weights of size 
(2

n

=n), where n is

the number of inputs [17]. Also, it was recently shown that depth 2, polynomial-size threshold

circuits are more powerful than depth 2, polynomial-size, small-weight threshold circuits [10].

On the other hand, it was proved by Chandra, Stockmeyer, and Vishkin [8] that addition of

n binary encoded integers can be performed by constant depth majority circuits (see also [21]).

This implies that depth d, polynomial-size threshold circuits can be simulated by depth O(d),

polynomial-size, small-weight threshold circuits.

In [25] Siu and Bruck gave a non-constructive proof that polynomial-size, depth-d threshold

circuits can be simulated by polynomial-size, depth-2d + 1 majority circuits. Alon and Bruck

gave a uniform construction in [3] achieving this. Goldmann, H�astad, and Razborov showed in

[10] that any function computed by a depth d, polynomial-size threshold circuit is computable

by a depth d+ 1, polynomial-size majority circuit (note that for d = 1; 2 this is optimal). Two

open questions were posed in [10]: Can one make an explicit construction, and can one make it
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work also for non-constant depth? ([10] uses a probablilistic argument, and the blowup in size

is super-polynomial if the depth grows with the number of variables.) We give positive answers

to both questions.

For a thourough survey of complexity theoretic results on threshold circuits, see [22].

2 Preliminaries

It will be convenient to work over f1;�1g rather than f0; 1g. An n-variable Boolean function

thus maps f1;�1g

n

to f1;�1g. This is a simple transformation that does not a�ect the power

of threshold gates. A threshold gate computes its output as the sign of a linear form:

g(x) = sign

 

w

0

+

n

X

i=1

w

i

x

i

!

;

where the w

i

are the weights, and the sign-function takes a real-valued input and is de�ned by

sign (x) =

8

>

<

>

:

�1 if x < 0,

0 if x = 0,

1 if x > 0.

Since g is to be �1-valued, the argument to the sign function is required to be nonzero for all

x 2 f1;�1g

n

. The following well-known result by Muroga [16] gives a bound on the magnitude

of the weights.

Theorem 1 ([16, Theorem 9.3.2.1]) Let f(x) be an arbitrary n-variable threshold function.

Then f(x) can be written as

f(x) = sign

 

w

0

+

n

X

1

w

i

x

i

!

;

where for all i = 0; : : : ; n,

w

i

2Z and jw

i

j � 2

�n

(n+ 1)

(n+1)=2

:

Remark 1 A recent result by H�astad [12] gives a lower bound on the weights required for a

particular threshold function. The lower bound nearly matches the upper bound in Theorem 1.

A threshold circuit is a directed acyclic graph the nodes of which are either threshold gates

or input variables. We allow multiple output nodes, and a circuit is evaluated in topological

order. For a given circuit C, f

C

is the function computed by C. The size of a circuit is the

number of wires in it.

A family of circuits fC

n

g is said to compute a function f : f1;�1g

�

! f1;�1g

�

provided

f �

f1;�1g

n= f

C

n

for all n.

De�nition 1 We use the following notation from [6].

� LT

d

is the class of functions computable by depth d polynomial-size threshold circuits.

�

c

LT

d

is the class of functions computable by depth d polynomial-size threshold circuits with

polynomially bounded integer weights.
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Note that if we allow a gate to have multiple wires from an input (i.e., the underlying structure

is a multi-graph), then depth d, polynomial-size majority circuits can compute any function in

c

LT

d

.

We introduce also uniform classes of threshold circuits. In doing so we can use the threshold

circuit descriptions, e.g. similar to the \Direct Connection Language" of Ruzzo [24] (see also

[9]).

Let BIN be the set of binary encodings of the positive integers. A threshold circuit C

n

with n

inputs is described by a labeled multi-graph (V

n

; E

n

). V

n

= I

n

:

[ G

n

, where I

n

= f1; x

1

; : : : ; x

n

g

is the set of inputs (note that the constant \1" is included in I

n

), and G

n

= fg

1

; : : : ; g

s

g is the

set of gate-labels. The edges in E

n

are tuples (e; v; g; k; �) 2 V

n

� BIN � G

n

� BIN � f1;�1g

with the following interpretation: the edge with label e goes from v to g (where e is a unique

edge-label), and the weight of the edge is � � 2

k

. There is no need to assign a threshold value to

the gates in G

n

. We give them all threshold 0 and by having an appropriate weight assigned to

the constant input 1 any threshold can be achieved. Also, an edge with weight w can be split

into about logw edges the weights of which are powers of 2. We use C

n

to denote the description

of C

n

.

We use the same syntax when describing small-weight threshold circuits, but k in an edge-

tuple (n; e; v; g; k; �) is intepreted as the weight having magnitude k rather than 2

k

.

A circuit-family has polynomial-size descriptions if there is a constant c such that

� For each n 2 N and each g 2 G

n

it holds that jgj � c(1 + log(n+ 1)).

� For each n 2 N and each edge (e; v; g; k; �) 2 E

n

it holds that jej � c(1 + log(n + 1)) and

that jkj � c(1 + log(n+ 1)).

Note that given the above constraints both V

n

and E

n

have size polynomial in n.

To de�ne uniformity, let C = fC

n

g be a sequence of circuits, and for each C

n

let G

n

and

E

n

be the corresponding gates and edges. C de�nes the language L

C

= L

G

[ L

E

, where L

G

=

f (n; g) j g 2 G

n

g and L

E

= f (n; e; v; g; k; �) j (e; v; g; k; �) 2 E

n

g.

De�nition 2 A function is in L{uniform LT

d

if there is a sequence C of depth d threshold

circuits with polynomial-size descriptions, such that there is a Turing machine that accepts L

C

in linear space.

A function is in L{uniform

d

LT

d

if there is a sequence C of depth d small-weight threshold

circuits with polynomial-size descriptions, such that there Turing machine that accepts L

C

in

linear space.

The reason for the terminology \L{uniform" is that the description of a circuit of the above

type can be generated in space that is logarithmic in the size of the description.

We call a sequence of circuits P{uniform if the description of the nth circuit can be generated

in polynomial time on input 1

n

(cf., e.g. [9]).

We de�ne the following operator.

De�nition 3 The operator rem is de�ned as follows. For integers a and b,

a rem b = c;

where c is the unique integer such that

a � c (mod b) and � b=2 < c � b=2:
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3 The Idea Behind the Construction

Let f be an arbitrary threshold gate given by

f(x) = sign (F (x)) ;

where

F (x) = w

0

+

n

X

i=1

w

i

x

i

:

Since we have integer weights, and we require that the argument of `sign' is nonzero, we have

jF (x)j � 1 for all x.

In the next section we will build a parametrized approximator for f . For a �x input, the

approximator is good for randomly chosen parameters. To show the intuition behind the con-

struction, we build an approximator ' for f that computes correctly for a random input.

In the construction it will be convenient to use rational weights. All the weights in the

circuits we construct are of the form w=2, where w is an integer. By multiplying all weights in

the circuit by 2 we get integer weights, and the increase in the magnitude of the weights is just

a factor 2.

To describe the construction we need a couple of parameters that we call W and m. Let

w

max

(f) be the largest magnitude of a weight of the gate f . It will be convenient to assume the

following:

W � max fw

max

(f); 2

n

g ; (1)

10n � m � W: (2)

The parameter m controls the quality of the approximator. In the circuit that implements the

approximator the weights will have magnitude about m

2

. To have small-weight circuits, clearly

m must be kept small. On the other hand, intutively it seems like allowing larger weights allows

a more accurate approximator. The parameter m re
ects this trade-o�.

The construction uses the following function of one integer variable y.

M

m

(y) =

1

2

sign

�

y �m+

1

2

�

�

1

2

sign

�

y � 2m+

1

2

�

+

1

2

sign

�

y +m�

1

2

�

�

1

2

sign

�

y + 2m�

1

2

�

The function M

m

(y) has the following useful property, which is immediate from the de�nition

of M

m

.

Lemma 2 If m � jyj < 2m then M

m

(y) = sign (y), and otherwise M

m

(y) = 0.

Let us look at a �xed input x. Assume that 2

l

� jF (x)j < 2

l+1

. Given this information, we

can use less precision in the weights w

i

. Set

F

(l)

(x) = bw

0

m=2

l

c +

n

X

i=1

bw

i

m=2

l

cx

i

:
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If we disregard the error introduced by the 
oor operation, we will have

m � jF

(l)

(x)j < 2m:

It is plausible that for most inputs x the truncation error will not matter, and then sign (F (x)) =

sign

�

F

(l)

(x)

�

. To get the weights small, we just look at F

(l)

(x) modulo some small prime p > m

2

.

We are now ready to construct a small gadget '

(l)

(x) that implements the computation

described above.

w

(l)

i

= bw

i

m=2

l

c rem p;

�

(l)

(x) = w

(l)

0

+

n

X

i=1

w

(l)

i

x

i

;

'

(l)

(x) =

d(n+1)=2e

X

j=�b(n+1)=2c

M

m

�

�

(l)

(x) + jp

�

: (3)

Let us establish some properties of '

(l)

as de�ned by (3).

Proposition 3 For p > 4m the following holds.

1. For any x,

�

�

�
'

(l)

(x)

�

�

�
2 f0; 1g.

2. If

�

�

�
F

(l)

(x) rem p

�

�

�
62 [m; 2m) then '

(l)

(x) = 0.

3. If m �

�

�

�
F

(l)

(x)

�

�

�
< 2m then '

(l)

(x) = sign

�

F

(l)

(x)

�

.

Proof. All statments follow from Lemma 2.

1. Each term M

m

�

�

(l)

(x) + jp

�

is either 0, 1, or �1, and since p > 4m there is at most one

j for which

�

�

�
�

(l)

(x) + jp

�

�

�
< 2m, and thus at most one non-zero term M

m

�

�

(l)

(x) + jp

�

.

2. By Lemma 2, M

m

(y) 6= 0 implies that jyj < 2m, and since p > 4m this in turn implies

y = y rem p. Thus, the only term that might be non-zero is th term M

m

�

�

(l)

(x) + jp

�

for which �

(l)

(x) + jp = �

(l)

(x) rem p. Now just observe that F

(l)

(x) � �

(l)

(x) (mod p).

3. For the third statement we have the following. Assume that m �

�

�

�
F

(l)

(x)

�

�

�
< 2m. We then

have �

(l)

(x) rem p = F

(l)

(x).

Let j

0

be the integer that satis�es �

(l)

(x) rem p = �

(l)

(x) + j

0

p:

Since

�

�

�
�

(l)

(x)

�

�

�
� (n+ 1)(p� 1)=2, j

0

occurs in the sum in (3). The third statement now

follows from Lemma 2.

2

It is tempting to set

'(x) =

X

l

'

(l)

(x); (4)

and hope that '(x) = sign (F (x)) = f(x). The idea is that there is always an l such that

2

l

� jF (x)j < 2

l+1

. If there was no error introduced by the 
oor operations, we would have

m �

�

�

�
F

(l)

(x)

�

�

�
< 2m and sign

�

F

(l)

(x)

�

= sign (F (x)). By Proposition 3, '

(l)

(x) = sign

�

F

(l)

(x)

�

and for all other l we would probably have '

(l)

(x) = 0. Then we would have '(x) = '

(l)

(x) =

sign (F (x)) = f(x).
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Remark 2 We know that jF (x)j � (n + 1)W . Thus, it is su�cient to sum over l such that

0 � l � log((n+ 1)W ) in (4).

The problems with (4) are of course that the 
oor operation sometimes introduces truncation

errors (e.g., when 2

l

� F (x) but F

(l)

(x) < m), and sometimes the \wrong" l gives a nonzero

contribution to the sum (a modular error). Equation (4) is not such a bad idea though, because

it works for most x.

4 The Approximator

To get an approximator based on the ideas of the previous section we want to spread the value

F (x) in some random fashion. This was done in [10] by considering sign (�F (x)) for a randomly

chosen integer � 2 f1; 2; : : : ; 2

2n

g, and since � > 0 one has sign (F (x)) = sign (�F (x)). It

was shown that for any x, the approximator would compute sign (�F (x)) correctly with high

probability. By taking many independent �'s and taking the sign of the average, one gets an

approximator that behaves well on all inputs. If the range of � was smaller, we could get an

explicit approximator by taking the average over all �'s.

We will modify the construction. Our approximator will depend on two parameters, and for

any input, the approximator will be good with high probability if the parameters are chosen at

random. In our case the probability space is small enough that we may take the average over

all possible choices of parameter values. Just like in [10] we will use a multiplier �, but it will

be much smaller. For a random �, the probability of a truncation error is small. To handle the

modular errors, we will also choose the prime p, used in the construction, randomly, and the

probability that we get a modular error for a random p is small.

De�nition 4 We de�ne the following sets. Let

[m] = f1; 2; : : : ; mg ;

PR

m

is the set of the �rst m

2

primes that are greater than m

2

.

When � and p are chosen randomly, they are picked as a pair (�; p) 2 [m]�PR

m

according to

the uniform distribution.

Instead of looking at the weights w

i

, we make the approximator for weights �w

i

. Thus,

instead of looking at F (x) we look at �F (x) but this works since sign (�F (x)) = sign (F (x)) =

f(x). We call the corresponding truncated linear form F

�

(l)

(x), that is

F

�

(l)

(x) = b�w

0

m=2

l

c+

n

X

i=1

b�w

i

m=2

l

cx

i

:

Now we are ready to de�ne the parametrized approximator '

�;p

(x).

w

(l)

i

=

j

�w

i

m=2

l

k

rem p

�

�;p

(l)

(x) = w

(l)

0

+

n

X

i=1

w

(l)

i

x

i

'

�;p

(l)

(x) =

d(n+1)=2e

X

j=�b(n+1)=2c

M

m

(�

�;p

(l)

(x) + jp)

'

�;p

(x) =

b3 logW c+1

X

l=0

'

�;p

(l)

(x); (5)
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where the upper bound of the last summation follows from an argument analogous to Remark 2,

the assumptions (1) and (2), and the fact that � � m.

The following proposition is the (�; p)-version of Proposition 3. The proof is completely

analogous.

Proposition 4 For p > m

2

the following holds.

1. For any x,

�

�

�

'

�;p

(l)

(x)

�

�

�

2 f0; 1g.

2. If

�

�

�
F

�

(l)

(x) rem p

�

�

�
62 [m; 2m) then '

�;p

(l)

(x) = 0.

3. If m �

�

�

�
F

�

(l)

(x)

�

�

�
< 2m then '

�;p

(l)

(x) = sign

�

F

�

(l)

(x)

�

.

Corollary 5 If we assume (1) and (2), then for all x 2Z

n

we have '

�;p

(x) 2Zand j'

�;p

(x)j �

2 + 3 logW .

Proof. It is not hard to see that statement 1 of Proposition 4 holds even for x 2 Z

n

. The

corollary follows since we sum over at most 2 + 3 logW di�erent l in (5).

2

For any x there are usually �'s and p's such that we get truncation errors or modular errors.

We will show that for any �xed x most pairs (�; p) do not give such errors.

De�nition 5

1. We say that � is bad for x if there is some l such that

�

�

�
j�F (x)j�2

l

�

�

�
� 2

l+1

n=m. Otherwise

� is good for x.

2. We say that p is bad for x and � if there is an l such that

�

�

�
F

�

(l)

(x)

�

�

�
� 2m but

�

�

�
F

�

(l)

(x) rem p

�

�

�
< 2m. Otherwise p is good for x and �.

3. We call a pair (�; p) bad for x if � is bad for x, or if p is bad for x and �. Otherwise (�; p)

is good for x.

We will show that when a pair (�; p) is good for x, then '

�;p

(x) = f(x). We will also show

that a for any �xed x, a random pair (�; p) is likely to be good.

First we show that '

�;p

(x) = f(x) when (�; p) is good.

Proposition 6 Let x be an arbitrary �xed input. If (�; p) is good for x, then '

�;p

(x) = f(x).

Proof. Let x be a �xed input and assume that (�; p) is a good pair for x. Without loss of

generality we assume that F (x) > 0.

First we will show that there are no truncation errors that matter in this case. Let l

0

be the

integer such that

2

l

0

� �F (x) < 2

l

0

+1

:

Since F (x) � (n + 1)W and � � m we have �F (x) � m(n + 1)W � 2W

3

, and thus

l

0

� b3 logW c+ 1.

For any l

�

�

�

�

F

�

(l)

(x)�

�F (x)m

2

l

�

�

�

�

< n+ 1; (6)
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since the 
oor operation makes an error less than one for each weight of the gate.

Equation (6) immediately tells us that

m < F

�

(l

0

)

(x) < 2m:

This implies that the term '

�;p

(l

0

)

(x) will be equal to 1.

For l 6= l

0

we have the following. Let l < l

0

be an arbitrary integer. Since � is good for x we

have

2

l+1

�

1 +

2n

m

�

< �F (x);

and from (6) it follows that

2m < F

�

(l)

(x):

A completely analogous argument shows that for any l > l

0

one has

m > F

�

(l)

(x):

Thus, no error is introduced due to truncation.

We still need to show that there are no modular errors, that is, that when we do the compu-

tation modulo p we do not get a contribution from some l > l

0

for which F

�

(l)

(x) > 2m. However,

this would mean that for som l one has F

�

(l)

(x) > 2m but

�

�

�
F

�

(l)

(x) rem p

�

�

�
< 2m, and this implies

by de�nition that p is bad for x and � contrary to our assumption.

2

It remains to show that for any �xed x most �'s are good, and for any �xed x and � most

p's are good.

Lemma 7 If W and m satisfy (1) and (2), then for any x

Pr [� is bad for x] < (16 log

2

W )=m:

Proof. Let r = jF (x)j. We want to show that for most � we have

�

�

�
2

l

� �r

�

�

�
> 2

l+1

n=m for all

l.

Look at a �xed l, if there is any � which is bad with respect to l, then r must satisfy the

following equations.

r � 2

l

�

1 +

2n

m

�

< 2

l+1

; (7)

r �

2

l

m

�

1�

2n

m

�

> 2

l�1

=m: (8)

The bad interval for � has length 2

l+2

n=(rm). If r and l do not satisfy (8), then all �'s are too

small to be bad. On the other hand, if r and l satisfy (8), there are at most 8n di�erent �'s

that �t in the bad interval.

For any r, there are less than 2 logm di�erent l that satisfy (7) and (8). Thus, any x has at

most 16n logm bad �. The lemma follows by our assumption that (1) and (2) hold.

2

Lemma 8 If W and m satisfy (1) and (2), then for any x and �

Pr [p is bad for x and �] < (16 log

2

W )=m:

9



Proof. Once again consider a �xed l �rst, and assume that for input x and multiplier � we have

jF

�

(l)

(x)j � 2m but

�

�

�
F

�

(l)

(x) rem p

�

�

�
< 2m for 4m logW of the primes. By the pigeon hole principle

we must have more than logW primes that give the same remainder k, such that jkj < 2m.

By the Chinese remainder theorem, F

�

(l)

(x) is uniquely determined modulo the product of those

primes. That product is greater than m

2 logW

. Since we assume (1) and (2),

�

�

�
F

�

(l)

(x)

�

�

�
� jm�F (x)j

� m

2

(n+ 1)W

� m

2 logW

:

This implies that k = F

�

(l)

(x) which means that

�

�

�
F

�

(l)

(x)

�

�

�
< 2m, and we have a contradiction.

Since there are at most 2 + 3 logW < 4 logW di�erent l, the lemma follows.

2

Lemma 7 and Lemma 8 imply the following lemma.

Lemma 9 If W and m satisfy (1) and (2), then for an arbitrary �xed input x,

Pr [(�; p) is bad for x] � (32 log

2

W )=m:

We conclude this section by showing how the approximator allows us to simulate a single

threshold gate (with large weights) by a depth 2, small-weight, threshold circuit. This is a

constructive version of Theorem 7.8 from [10].

Theorem 10 LT

1

(

c

LT

2

:

Proof. We will prove the inclusion. That it is strict follows from the fact that parity is in

c

LT

2

n LT

1

. Assume n � 100, smaller inputs are handled by writing the function in disjuntive

normal form.

We are given a threshold gate

f(x) = sign

 

w

0

+

n

X

i=1

w

i

x

i

!

:

Let W = max fw

max

(f); 2

n

g be the bound used in the construction, and set the parameter

m = 128 log

3

W (observe that W and m satisfy (1) and (2)). Consider the following function:

g(x) = sign

0

@

X

(a;p)

'

�;p

(x)

1

A

:

We claim two things: f(x) = g(x) for all x 2 f1;�1g

n

, and g(x) can be computed by a depth 2,

polynomial-size, threshold circuit with polynomially bounded weights.

The correctness of the construction follows from

E

[f(x)'

�;p

(x)] > 0; (9)

where x is arbitrary and �xed, and we take expectation over the uniform distribution on pairs

(�; p). Let us prove (9).

E

[f(x)'

�;p

(x)]

� Pr [(�; p) good]

�(2 + 3 logW ) Pr [(�; p) bad]

� 1�

1

4 logW

�

2 + 3 logW

4 logW

> 0;

10



where the �rst inequality follows from Corollary 5 and the second inequality follows from

Lemma 9. This shows that f(x) = g(x) for all x.

Now, to implement g(x) as a circuit, let us look at what g(x) does.

g(x) = sign

0

@

X

�;p;l;j

1

2

sign

�

�

�;p

(l)

(x) + jp�m+

1

2

�

�

1

2

sign

�

�

�;p

(l)

(x) + jp� 2m+

1

2

�

+

1

2

sign

�

�

�;p

(l)

(x) + jp+m�

1

2

�

�

1

2

sign

�

�

�;p

(l)

(x) + jp+ 2m�

1

2

��

:

�

�;p

(l)

(x) is simply a weighted sum of the inputs. Hence, we only have two levels of sign-functions,

and one is the outmost operator, so g(x) can be computed by a depth 2 threshold circuit. The size

is the total number of terms in the summations (recall that each �

�;p

(l)

(x) depends on n � logW

variables). There are m

3

= O

�

log

9

W

�

pairs (�; p), and O(logW ) di�erent l. This gives a total

size of O(log

12

W ).

As for the weights, they are not necessarily integers, but if we multiply them by two they are.

The only weights that are not �1 are of the form 2w

(l)

j

, 2(w

(l)

0

+ jp�m), or 2(w

(l)

0

+ jp� 2m).

All the w

(l)

i

are reduced modulo some prime p that is among the �rst 2m

2

= O(log

6

W ) primes.

This implies that p � O(log

7

W ). Since �b(n + 1)=2c � j � d(n + 1)=2e, the weights are all of

magnitude O(log

8

W ).

If we assume Muroga's bound on weights to hold for the original threshold gate f , then

logW � O (n log n), and hence we have a polynomial-size, polynomial-weight threshold circuit

of depth 2 that computes f(x). Actually, we only need to have logW polynomial in n.

2

5 Extending the Construction to Circuits

In the previous section we showed that a single threshold gate can be simulated by a polynomial-

size majority circuit. We will now generalize this to show that a depth d, polynomial-size,

threshold circuit can be simulated by a depth d+ 1, polynomial-size, majority circuit.

In [10] Goldmann, H�astad, and Razborov introduced a circuit class that mixes small and

large weights.

De�nition 6

f

LT

d

is the class of functions computable by depth d, polynomial-size, circuits

where the top gate has polynomially bounded weights.

We will show the following theorem.

Theorem 11 For any depth d, possibly depending on n,

f

LT

d

=

c

LT

d

.

Moreover, given a

f

LT

d

circuit, for input size n, with weights bounded by 2

p(n)

for some

polynomial p, there is an explicit

c

LT

d

circuit that computes the same function.

Corollary 12 For any depth d, possibly depending on n, LT

d

=

c

LT

d+1

.

Moreover, given a LT

d

circuit, for input size n, with weights bounded by 2

p(n)

for some

polynomial p, there is an explicit

c

LT

d+1

circuit that computes the same function.

Proof. Make the LT

d

circuit into a

f

LT

d+1

circuit by adding a dummy gate with the output-

gate of the LT

d

circuit as its only input and give this input weight 1. By Theorem 11 the

f

LT

d+1

circuit can be turned into an

c

LT

d+1

circuit.

2

It remains to prove the theorem.

11



Proof of Theorem 11. Let us look at a circuit C for an

f

LT

d

-function. For simplicity,

assume that the weights at the top gate are all 1. Let the top gate be given by

g(x) = sign

 

t

X

i=1

C

i

(x)

!

;

where the C

i

are depth d � 1 threshold circuits. Let s be the size of C. For each circuit C

i

we

construct an approximator �

�;p

i

. Below we describe how this is done.

Let w

max

(C) be the largest magnitude of a weight of the circuit C, and let W =

max fw

max

(C); 2

s

g. Let C

k

be one of the subcircuits of g. Let the gates of C

k

be f

1

; : : : ; f

r

,

where r � s. The fan-in of any f

i

is trivially bounded by logW , and all gates have their weights

bounded by W . Set the parameter m of the previous section as follows.

m = 256s t log

3

W:

For (�; p) 2 [m] � PR

m

, construct a gate approximator '

�;p

i

for each gate f

i

. Now, connect

the approximators in the same way as the gates. That is, if the output of f

i

is the k'th input

to f

j

, then the output of '

�;p

i

is the k'th input to '

�;p

j

. We call the constructed \circuit" �

�;p

k

.

Note that for any �xed input x, if (�; p) is simultaneously good for x in all '

�;p

i

of �

�;p

k

, then

�

�;p

k

(x) = C

k

(x).

Lemma 13 For any �xed input x, if (�; p) is chosen uniformly at random from [m] � PR

m

,

then Pr

�

�

�;p

k

(x) 6= C

k

(x)

�

� (8t logW )

�1

.

Proof. We know that each gate f

i

of C

k

, has fan-in bounded by logW , and will give the

correct output if (�; p) is good. By Lemma 9, the probability that (�; p) is bad is (8s t logW )

�1

by the choice of m. Since there are at most s gates in C

k

, the lemma follows.

2

We say that (�; p) is good for x and �

�;p

k

, if it is good for all gate approximators '

�;p

i

of �

�;p

k

simultaneously.

What happens when (�; p) is bad for �

�;p

k

? The magnitude of the output of �

�;p

k

is bounded

by the maximum output of the approximator of the top gate of C

k

. Using Corollary 5, we have

for all x and all (�; p),

�

�

�

�;p

k

(x)

�

�

� 2 + 3 logW: (10)

Since the corollary holds even when the inputs to the top gate are integers, this bound holds

even when some other approximator in �

�;p

k

fails.

If we combine Lemma 13 and (10) we get

Lemma 14 For any �xed input x, if (�; p) is chosen uniformly at random from [m] � PR

m

,

then

�

�

E

�

�

�;p

k

(x)

�

� C

k

(x)

�

�

�

1

2t

.

Do the same for all the circuits C

i

to get approximators �

�;p

i

. Consider the following function:

h(x) = sign

0

@

t

X

i=1

X

(�;p)

�

�;p

i

(x)

1

A

:

Observe that this is equivalent to

h(x) = sign

 

E

"

t

X

i=1

�

�;p

i

(x)

#!

: (11)

We claim the following.

12



Proposition 15 For all inputs x, h(x) = g(x).

Proof. By(11) and the fact that

�

�

�

P

t

i=1

C

i

(x)

�

�

�
� 1 it is su�cient to show that

�

�

�

�

�

E

"

t

X

i=1

�

�;p

i

(x)

#

�

t

X

i=1

C

i

(x)

�

�

�

�

�

� 1=2:

This inequality follows by straightforward application of Lemma 14.

2

An argument analogous to that in the previous section shows that g(x) can be implemented

as a depth d threshold circuit. We call the circuit

b

C. It is not hard to see that each wire in C

corresponds to a polynomially (in logW ) many wires in

b

C.

To get integer weights in the circuit it is su�cient to multiply all weights by 2. The weights

all have magnitude bounded by order of the largest prime used multiplied by s. The largest

prime in PR

m

has size O(m

2

logm), so the weights are all O(s

3

t

2

log

6

W (log(st) + log logW )).

This completes the proof of Theorem 11.

Just as before, the construction is polynomial in n as long as logW is polynomial in n. By

Theorem 1, this is always possible.

2

6 Uniform Computations

In addition to being explicit, the constructions given in this paper also preserve the uniformity

conditions of the classes of circuits. The constructions of Section 4 and 5 yield the following.

Theorem 16 Given any q{uniform class of threshold circuits fC

n

g of depth d and polynomial

size, q 2 fL; Pg. There exists an algorithm running in logspace that given a description of a

circuit C

n

of depth d and polynomial size will output the description of a small-weight threshold

circuit C

0

n

of depth d+ 1 and a polynomial size such that f

C

n

= f

C

0

n

for all n � 0.

We have also the following corollary:

Corollary 17

L{uniform LT

d

� L{uniform

d

LT

d+1

P{uniform LT

d

� P{uniform

d

LT

d+1

:

2

Proof. For P{uniformity the proof is very simple: generate the large-weight circuit and then

translate it to a small-weight circuit using Theorem 16.

To prove the result for L{uniformity we use the following lemma.

Lemma 18 A family of circuits is L{uniform if and only if there is a Turing machine that on

input n outputs C

n

using space O(logn).

Proof. Assume that we have an L{uniform family of circuits C, that is, we have a machine M

that recognizes the language L

C

. Let C

n

be the description of the circuit for input size n.

There is are constants c and c

0

such that each (n; g) 2 L

G

has at most c(1+ log(n+1)) bits,

and each (n; e; v; g; k; �) 2 L

E

has at most c

0

(1+ log(n+1)) bits. Consider the machine M

0

that

given n runs through all possible tuples with n as the �rst component and outputs those that

belong to L

C

. This will output C

n

. The space required is O(logn) plus the space used by M

13



and the time is polynomial in n times the time used by M . Thus, we have proved the \only if"

part of the lemma.

Next we consider the case when there is a machine M that on input n generates C

n

. Let

us construct a machine M

0

that works as follows. When given an input tuple, say (n; g) for

instance, it checks if j(n; g)j> c(1+ log(n+1)) and if so it rejects, otherwise it runs M on input

n and checks the output of M \on-line" and if (n; g) is produced then M

0

accepts, otherwise

it rejects. Clearly, M

0

recognizes L

C

. Also, M uses space O(logn) plus the space used by M

and time polynomial in n plus the time used by M . We have now proved the \if" part of both

statements and the proof of the lemma is complete.

2

The following argument completes the proof of the corollary. If a family of (large-weight)

threshold circuits is L{uniform, then by the lemma there is a machine that generates C

n

in space

O(logn). By Theorem 16 this description can be translated to a description of an equivalent

small-weight circuit in space O(logn). Applying the lemma again, in the other direction, we see

that the family of small-weight circuits is also L{uniform.

2

It remains to prove Theorem 16. Below we explain how, given a polynomial-size description

of a large-weight threshold circuit, one can construct a description of an equivalent small-weight

threshold circuit with one extra level of gates. It will be clear that all the necessary computations

can be carried out in space O(logn). In order to conform with the notation used so far, we allow

weights of the form w=2 where w is an integer. However, as stated before, if all weights in the

circuit are multiplied by two, then the circuit has integral weights.

In what follows

� ranges over [m],

p ranges over PR

m

,

l ranges from 0 to b3 logW c + 1,

j ranges from �b(n+ 1)=2c to d(n+ 1)=2e,

� ranges over f�1; 1g,


 ranges over f1; 2g

g is a gate label in a large-weight circuit,

and e is an edge label in a large-weight circuit.

The parameters � through 
 correspond to the threshold gates in an approximator for a large-

weight gate, since the approximator can be written on the following form (for �xed � and p):

X

l;j;�;


3� 2


2

sign

�

�

�;p

(l)

+ jp+ �
m�




2

�

: (12)

Note that the summation over � and 
 corresponds to the four terms in the function M

m

. The

idea now is that for each (large-weight) gate in the original circuit construct the collection of

gates in (12), and for each edge between two gates in the original circuit construct and edges

between the corresponding sets of small-weight gates in the new (small-weight) circuit.

We use g and e for gate labels and edge labels of the large-weight circuit, and we use ĝ and

ê to denote labels in the small-weight circuit. To describe the construction it is convenient to

de�ne labeling functions. We have functions �

g

(n; g; �; p; l; j; �; �) (to generate new gate labels),

�

e

(n; e; ĝ

0

; ĝ) (to generate new edge labels), �

1

(n; ĝ), and �

t

(n; ĝ) (which also generate edge

labels). We also use ĝ

t

as the label of the top gate of the new circuit. We will assume that

1. the functions are linear space computible (i.e., space O(logn)),

2. the size of the output is linear in the size of the input (i.e., size O(logn)),
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3. the functions �

e

, �

1

, and �

t

have pairwise disjoint images,

4. the set I

n

is disjoint from the image of �

g

,

5. ĝ

t

is not in I

n

or in the image of �

g

,

6. the functions are one-to-one.

Such functions are easy to �nd and we will not concern ourselves with the exact implementation

of them.

The translation works as follows:

1. Compute the size s of the large-weight circuit and �nd the largest k-value of any edge and

call this k

max

.

2. Compute L = maxfs; k

max

g (note that W = 2

L

).

3. Compute m = 256sL

3

.

4. Output (n; ĝ

t

).

5. For each gate (n; g) we output a collection of gates that correspond to the threshold

functions of (12) for each value of � and p:

for each (�; p) 2 [m]�PR

m

for each l 2 f0; 1; : : : ; 3L+ 1g

for each j 2 f�b(n + 1)=2c; : : : ; d(n+ 1)=2eg

for each (�; 
) 2 f�1; 1g � f1; 2g

ĝ  �

g

(n; g; �; p; l; j; �; 
)

output (n; ĝ)

ê �

1

(n; ĝ)

w  jp+ �
m� �=2

output (n; ê; 1; ĝ; jwj ; sign (w))

6. For each edge (n; e; v; g; k; �) construct a collection of new edges. How this is done depends

on whether v is an input or a gate.

If v is an input, then it must be fed, with the appropriate weight, to all of the gates that

are constructed from g in the previous step.

for each (�; p) 2 [m]�PR

m

for each l 2 f0; 1; : : : ; 3L+ 1g

for each j 2 f�b(n + 1)=2c; : : : ; d(n+ 1)=2eg

for each (�; 
) 2 f�1; 1g � f1; 2g

ĝ  �

g

(n; g; �; p; l; j; �; 
)

ê �

e

(n; e; v; ĝ)

w  b�
�m2

k�l

c rem p

output (n; ê; v; ĝ; jwj ; sign (w))

If, on the other hand, we have an edge (n; e; g

0

; g; k; �) between two gates, the situation is

quite similar, except that many of the gates that g

0

gives rise to are connected to many of

the gates that g gives rise to.

15



for each (�; p) 2 [m]�PR

m

for each (l; l

0

) 2 f0; 1; : : : ; 3L+ 1g

2

for each (j; j

0

) 2 f�b(n + 1)=2c; : : : ; d(n+ 1)=2eg

2

for each (�; �

0

; 
; 


0

) 2 f�1; 1g

2

� f1; 2g

2

ĝ  �

g

(n; g; �; p; l; j; �; 
)

ĝ

0

 �

g

(n; g

0

; �; p; l

0

; j

0

; �

0

; 


0

)

ê �

e

(n; e; ĝ

0

; ĝ)

w  b�(3� 2
)
�m2

k�l�1

c rem p

output (n; ê; ĝ

0

; ĝ; jwj ; sign (w))

7. Finally, let g

t

be the top gate of the original circuit. Each gate that is produced from g

t

in step 5 is to be fed with weight 1 to ĝ

t

, the top gate of the new circuit.

for each (�; p) 2 [m]�PR

m

for each l 2 f0; 1; : : : ; 3L+ 1g

for each j 2 f�b(n + 1)=2c; : : : ; d(n+ 1)=2eg

for each (�; 
) 2 f�1; 1g � f1; 2g

ĝ  �

g

(n; g

t

; �; p; l; j; �; 
)

ê �

t

(n; ĝ)

output (n; ê; ĝ; ĝ

t

; 1; 1)

Except for the calculation of w in step 6 it is immediately clear that the computations in-

volved can be carried out in space O(logn). This is true also for the weight computation. For

b�
�m2

k�l

c rem p, note that �
m can be represented with O(logn) bits, and that when k < l

then so can b�
�m2

k�l

c. When k � l, then �
�m2

k�l

is an integer, and computing 2

k�l

rem p

is easily done in space O(p+ k + l) = O(logn).

7 Conclusions and Open Problems

Our results entail the �rst explicit constructions for the optimal depth, polynomial-size majority

circuits for the number of basic functions including, among others, powering (depth 3), integer

multiplication and integer division (depth 3), see [27] and [4].

More generally, our results entail the uniformity of the classes of majority circuits simulating

the corresponding classes of threshold circuits. We look at the following functions.

ADDITION: given two n-bit numbers, compute their sum.

MULTIPLE ADDITION: given n n-bit numbers, compute their sum.

MULTIPLICATION: given two n-bit numbers, compute their product.

MULTIPLE MULTIPLICATION: given n n-bit numbers, compute their product.

DIVISION: given a 2n-bit numbers x and an n-bit number y, compute bx=yc.

SQUARING: given an n-bit number x, compute x

2

.

POWERING: given an n-bit number x and a logn-bit number y, compute x

y

.

COMPARISON: given two n-bit numbers x and y, decide if x � y.

MAXIMUM: given n n-bit numbers, output the largest one.

SORTING: given n n-bit numbers, output them in sorted order.
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The following table surveys the uniform upper bounds known before and stemming from

the present paper and compares it with the best known (nonuniform) lower bounds. Most of

the constructions follow from non-uniform versions in [27] and [26] (see also [22]). The uniform

constructions for ADDITION,COMPARISON, and SORTING follow from [3].

Uniform Depth Lower

Function

Upper Bound Bound

ADDITION 2,L{uniform 2

MULTIPLE ADDITION 2,L{uniform 2

MULTIPLICATION 3,L{uniform 3 [11]

MULTIPLE MULTIPLICATION 4,L{uniform 3 [11]

DIVISION 3,P{uniform 3 [33]

SQUARING 3,L{uniform 3 [33]

POWERING 3,P{uniform 2 [33]

COMPARISON 2,L{uniform 2 [25]

MAXIMUM 3,L{uniform 2

SORTING 3,L{uniform 3 [26]

We conclude with the list of open problems:

1. If the original circuit is monotone, our construction yields a non-monotone majority circuit.

It is an open question if an arbitrary monotone threshold gate can be simulated by constant

depth monotone majority circuits of polynomial size.

2. Alternating Turing machines are closely connected to circuits with AND-gates and OR-

gates, and counting Turing machines are connected to majority circuits. Is there a reason-

able machine model that has such a relationship to threshold circuits? If so, what would

be the corresponding notion of uniformity, and would our simulation still work?

3. Any strong lower bounds for depth two threshold circuits or depth three majority circuits

computing some explicit function?
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