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AbstractWe present a system for a robust transmission of audio signals over lossy channels. For protectionagainst losses in the network during transmission we use a Forward Error Correcting (FEC) schemecalled Erasure Resilient Transmission (ERT). ERT provides multiple levels of redundancy in orderto protect the di�erent contents of a data set according to their importance. The task of optimallyassigning redundancies for the ERT encoding scheme is investigated for uniform quantized digitalaudio signals here.
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1 IntroductionThe number of computer applications which make use of digital audio �les is continously onthe rise. At the same time many of these applications are intended for usage in a heterogeneousnetworking environment which exhibits links with di�erent bandwidths and workstations withvarying computational power.Erasure Resilient Transmission (ERT), based on [BKK+ 95] [G 96] [ABEL 94] is an ap-proach for sending realtime applications over today's networking environments. A major goalof ERT is to provide graceful degradation for digital audio in order to allow users with di�er-ent hardware equipment and connectivity to share the same application. Like for MPEG-1video streams [GR 98] [GRW 97] [Le 94] ERT protects the di�erent contents of digital audiosignals according to their importance via a multilevel redundancy scheme and informationspreading.The intention is to increase the likelihood that the more important parts of the informationcan still be recovered if the audio signal is corrupted by packet losses during transit. Thesepacket losses can be caused by di�erent events like network congestion, fading in satellitetransmission, insu�cent computational power of the receiving workstations and so on.Coding the audio signals in such a way that a potential degradation is perceived as gracefulis a challenging task. First it must be clear, how the di�erent quality reductions in an audiosignal are perceived by the human ear. Therefore a standard objective measure of codedwaveform quality is the signal-to-noise ratio (SNR), usually expressed in decibels (dB) [JN 84].A thorough understanding of the audio prioritization as well as the ERT encoding processis then necessary to analyze what kind of changes lead to which e�ect, assuming that a certainpacket loss behaviour is given.In chapter 2 I give an introduction to digital audio and describe the partion of linear quan-tized audio signals in di�erent priority levels. A possible implementation is also presented.In chapter 3 I describe and discuss the ERT encoding scheme. In chapter 4 I introduce theresulting ERT encoding scheme for linear quantized audio signals and analyze the changes ofquality due to packet losses.2 Digital AudioThe digital representation instead of analog representation of audio data o�ers many advan-tages such as high noise immunity, stability and reproducibility. Audio in digital form alsoallows the e�cient implementation of many audio processing functions through the computer(e.g. mixing, �ltering, prioritizing). The bene�ts of digital audio are many and well known[Aa 79].The techniques, I want to present here, to prioritize digital audio apply to general audiosignals and are not specially tuned for speech signals.In this paper I will concentrate on Pulse Code Modulation (PCM). PCM is the bestestablished, the most implemented and the most applied of all digital coding systems. Anotherreason for the importance of PCM is that it is not signal-speci�c; rather, it is versatile: forexample, PCM is not mismatched to voiceband data waveforms. For this reason, PCM iswideley accepted as a standard.PCM audio signals are also well known in the Intel/Microsoft world as .wav-�les.2



2.1 Pulse Code Modulation (PCM)A PCM coder is nothing more then a waveform sampler followed an amplitude quantizer.The conversion from the analog to the digital domain begins by sampling the audio input inregular, discrete intervals of time and quantizing the sampled values into a discrete numberof evenly spaced levels. This process is called linear or uniform quantizing. Thus the digitalaudio data consists of a sequence of binary values, representing the number of quantizer levelsfor each audio sample. Figure 1 shows the digital audio process.
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Figure 1: The digital audio process in PCMAccording to the Nyquist theory, a time-sampled signal can faithfully represent signalsup to half the sampling rate [OS 89]. Typical sampling rates range from 8 kilohertz (kHz)to 48 kHz. The 8-kHz rate covers a frequency range up to 4 kHz and so covers most of thefrequencies produced by the human voice.The 48-kHz rate covers a frequency range up to 24kHz and more than adequately covers the entire audible frequency range, which for humanstypically extends to only 20 kHz. In practice, the frequency range is somewhat less than halfthe sampling rate because of the practical system limitations. The bandwidth of telephonespeech is usually 3.2 or 3.4 kHz although the sampling rate is maintained at the standardvalue of 8 kHz. The 40-kHz rate for music is appropriate for studio quality 20 kHz bandwidthmaterial. Lower bandwidths such as 15 or 7 kHz are sometimes employed in audio systems.Signal Sampling PCM Bit RateWaveform to Bandwith Rate R IBe Digitized W (kHz) fs (kHz) (bits/sample) (kb/s)Telephone speech 4 8 8 64Music 20 40 16 640Figure 2: Examples of high-quality digitization with a PCM coder3



The number of quantizer levels in a PCM system is typically a power of 2 to make fulluse of a �xed number of bits per audio sample to represent the quantized values.2.2 Prioritizing of uniform quantized PCM audio dataFigure 2 shows the digitization of two very important applications with a PCM coder, tele-phone speech and music. W is the input bandwith in kHz of the signal to be digitized. Thesampling rate fs of the PCM system holds the equationfs >> 2Was we can see in �gure 2. I = fs �Rkilobits per second (kb/s) is the transmission rate of the system. As written above, the PCMsystem uses a single 2R-level quantizer for discreting all amplitude samples. Here R = log2 2Ris simply the number of bits used to represent each sample.Let us assume that the audio signal is given as an amplitude-versus-time plot (Figure 3),uniform quantized with R = 16.
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nFigure 3: typical amplitude-versus-time plot of an input signalFor a prioritization of the data we have to decide which parts of the data are absolutelynecessary for understanding the submitted message which parts are less necessary and onlyimprove the quality of the signal. Furthermore we have to watch the quality changes of theaudio signal due to packet loss to get a graceful degradation of the audio quality. The idea isto weight single bits of each sample to built levels of di�erent importance. The constructionof two priority levels will be described in the following example: Let us assume we want todevide the 16 bits per sample in two priority classes P1 and P2. P1 should be more importantthan P2. The algorithm works as follows: 4



1. We convert the 16 bit samples into 8 bit samples. Therefore we have to map an amplituderange of -32767 to 32768 to an range of -127 to 128. Of course this can not be donewithout any errors but a very useful method where we can easily correct the errors is todevide the 16 bit values by 256. This is equivalent to a logical AND of the 16 bit words(the samples) with 65280. In this case we split the 16 bit words in two 8 bit words, onecontaining the 8 'higher' bits, that's the corresponding 8 bit sample of the original 16bit sample, the other the 8 'lower' bits.2. We send the 8 bit samples containing the 'higher' bits as priority class P1 the other asP2 to the receiver.3. There are two possible situations at the receiver:(a) Both P1 and P2 arrive. In this case we can very easily rebuild the original 16 bitsample. We simply concatenate the two 8 bit words.(b) Only priority P1 arrives. Now we have two possibilities: Either we can switch oursoundcard from 16 bit to 8 bit resolution which can not be done without noise andplay the 8 bit sample or we convert the 8 bit sample back to a 16 bit sample.Figure 4 shows an example which illustrates the three steps described above.
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2.3 Quality of audio signalsA standard objective measure of coded waveform quality is the signal-to-noise ratio (SNR),usually expressed in decibels (dB):SNR(dB) = 10 log10(�2x=�2r)with x(n) is the input to the waveform coding systemy(n) is the output of the waveform coding system, the digital formatr(n) is the reconstruction error, de�ned as r(n) = x(n)� y(n)�2x is a common measure for the input signal level�2r is the reconstruction error varianceFor PCM systems with uniform quantizer step spacing, each additional bit has the poten-tial of increasing the SNR, or equivalently the dynamic range, of the quantized amplitudeby roughly 6 dB [JN 84] [Pa 93]: �2r = a2�2R�2xSNR(dB) = 6R� 10 log10 aa is a constant in the order of 1 to 10.The typical number of bits per sample used for digital audio ranges from 8 to 16. Thedynamic range capability of these representations thus ranges from 48 to 96 dB, respectively.To put these ranges into perspective, if 0 dB represents the weakest audio sound pressurelevel, then 25 dB is the minimum noise level in a typical recording studio, 35 dB is the noiselevel inside a quiet home, and 120 dB is the loudest level before discomfort begins.2.4 Priority levels for PCM audio dataIn this section I want to introduce usable priority levels for uniform quantized PCM audiodata. As discussed above, priority P1 should be the highest priority level. In case of errorsor losses in lower priority levels P2,P3, : : :, the quality of the audio signal recovered fromP1 has to guarantee a certain basic quality to satisfy most of the auditors, listening to thetransferred audio signal. Thus, the quality of the down quantized samples generated by theconversion has to be acceptable for the majority of the auditors. As described the typicalnumber of bits per sample used for digital audio ranges from 8 to 16. Therefore it makes nosense to quantize the 16 bit data to less than 8 bit. P1 will content the quantized values withR = 8. That will be the 'higher' 8 bits produced by our algorithm. This will guarantee anaccepted basic quality of the audio signal. Only a small digital noise is audible. As we knoweach additional bit, that we can recover will increase the SNR by 6 dB. In common opinion,high quality PCM coding of audio material requires at least 10 to 12 bit quantization. Thuspriority level P2 contents the 4 bits with numbers 8 to 11 of the original 16 bit sample. If P1and P2 are received, the user will get high quality audio as accepted by common opinion. P3will content the remaining 4 bits with numbers 12 to 15 of each sample. Figure 5 illustratesthe resulting priorization of an audio sample.For speech transmission, it is possible to devide the signal in priority levels demonstratedin Figure 6. 6



0 4 128

P P P
1 2 3

16 bit sampleFigure 5: Prioritization of a 16 bit audio sample
0 4 128

16 bit sample

P
1

P
2

P
3Figure 6: Prioritization of a 16 bit speech sampleThe basic quality guaranteed by P1 is even better than most signals in mobile communi-cation.As you can see, we can easily build more then three priority levels.Figure 7 demonstrates PCM performance with an audio input sampled at fs = 44:1 kHzand quantized with R = 16. Figure 8 shows the e�ects when the audio input is quantizeddown to R = 8. Figure 9 illustrates a sample quantized with R = 4 (speech signal).3 Erasure Resilient Transmission (ERT)From chapter 2 it has become clear that due to quality aspects of the audio signal the bitsper sample di�er in their importance. The main idea in ERT is to assign a certain amount ofredundancy to the bits with the redundancy being unevenly distributed among the di�erentbits. ERT is at the moment implemented based on encoding of information via Cauchymatrices [BKK+ 95] [G 96].3.1 A simpli�ed view of ERTOnly those issues of the ERT encoding scheme will be described here that are crucial for thedecision process of optimally assigning priorities. The basic ideas of ERT can be explainedwith the aid of Figure 10. It can be seen that a set of samples, which constitutes the messageto be encoded, is encoded into n packets of a certain size. The mapping of the set of samplesonto the n packets is done in such a way that information from every priority level (Chapter2) is contained in each of the packets. As a consequence the information is spread amongthe n packets which renders improved robustness in the presence of bursty errors whichare common in today's networking environment. The idea of information spreading has along tradition and has been used extensively. The second idea in ERT is to provide errorcorrecting properties on a multilevel basis.Therefore the most important bits of the samples(in our example in chapter 2 the 8 higher bits) are endowed with relatively more redundancy7
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Figure 9: Audio input quantized with R = 4information than the less important bits. A nice property of ERT is the fact that no decodingis required at the receiver if the cleartext information arrives undisturbed. This feature allowsfor fast processing in case of error free environments.In case of errors the amount of redundancy being assigned to the di�erent frame typesdecides wether a speci�c priority level can be recovered or not. If enough error free packetsarrive, all of the bits belonging to a certain priority level can be recovered. If this thresholdis not reached, no recovery is possible via decoding. Nevertheless, some cleartext informationmight have gotten through so that there is still a chance that some usable information hasarrived, even though the recovery mechanism doesn't have enough packets to recover thewhole message.3.2 Analysis of the ERT schemeThe simpli�ed ERT scheme will be analyzed more deeply in the following. Consider thefollowing de�nitions:Ni = size in kBytes of the elements of priority level i.N = size in kBytes o� all n ERT-packets (encoded).ni = number of packets required to reconstruct the elements of priority level i.xi = nin , where xi represents the fraction of packets that are necessary to recover allelements of priority level i. The xi will also be re�ered to as the ERT parameters which shallbe chosen optimally to get the best possible audio quality.With these de�nitions one can easily see thatN =Xi NixiN = (Xi Ni) � (1 + r)9
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Figure 11: Packet loss probabilityapply the redundancy r to the audio stream in a uniform manner we can see that there isonly one value x = x1 = x2 = x3 = 11+r which determines the recovery threshold. If x is therequired fraction of packets to be received, 1�x is the fraction which is allowed to be lost. Asillustrated in �gure 14, all information will be recoverable if not more than n � (1� x) = n�r1+rpackets are lost.A packet loss less than this number will result in complete recovery and goodaudio quality (16 bit resolution). If more than n�r1+r packets are lost, no recovery is possibleand thus the audio quality will be unacceptable. The results of a multilevel ERT encodingscheme are qualitatively explained in �gure 15. If more than n � (1�x3) packets are lost, P3 isnot recoverable any more. P1 and P2 are still recoverably, thus the audio quality drops to 12bit resolution. The ERT encoding scheme generates a transition band between 16 bit and 8bit resolution with less chance of an unacceptable resolution (< 8 bit). A disadvantage is thatthe threshold were the 16 bit solution starts is lower compared to the single level case. AnPriority Size Occurrence Fraction xilevel in Bytes in group of samples Total Size needed to recover EncodingP1 8 882 7056 60% 11760P2 4 882 3528 80% 4410P3 4 882 3528 95% 3714Total 14112 19884Figure 12: Possible redundancy distribution11
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Figure 13: Multilevel redundancy distributionimportant advantage of the multilevel ERT encoding scheme is that the redundancy addedin the encoding process will be smaller than in the single level case and thus the bandwidthneeded to transmit the encoded message will be smaller.A typical audio signal which is recovered by the receiver is shown in �gure 16. We caneasily see where losses a�ected the signal during transit and thus the changing between 16bit and 4 bit resolution.5 Conclusion and further researchIn this work I have presented a useful method to transmit uniform quantized PCM audio datato di�erent users across a lossy network. I have shown how to prioritize data in a way that agraceful degradation of quality is possible in case of packet losses caused by the networkingenvironment and how the quality of the audio signal increases with each additional bit receivedby the user. The SNR increases by 6 dB. Furthermore I have introduced the ERT encodingscheme which is very useful for sending messages over lossy media and have shown how touse it for the audio application. I have discribed the advantage of a multilevel redundancyscheme for real time applications and thus it makes sense to prioritize data. At the moment Irun experiments on nonuniform quantized audio data. I will try to use the results on uniformquantized PCM data for nonuniform quantized data, especially for logarithmic quantizeddata. In speech coding, logarithmic quantizers are used, for example Alaw or ulaw.12
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