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AbstractWe present a system for the transmission of high quality video streams such as MPEG-videostreams in realtime over lossy channels. For protection against losses in the network during trans-mission we use a Forward Error Correcting (FEC) scheme called Erasure Resilient Transmission(ERT). ERT is an encoding scheme which provides multiple levels of redundancy in order toprotect the di�erent contents of a data set according to their importance. The task of assigningredundancies for the ERT encoding scheme is investigated for MPEG-1 encoded video sequenceshere. Furthermore we describe how to dynamically readjust the parameters of the ERT encodingscheme due to the changing sizes of the frames within a video sequence.
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1 IntroductionThe number of computer applications which make use of MPEG-1 encoded video se-quences is continously on the rise. At the same time many of these applications areintended for usage in a heterogeneous networking environment which exhibits links withdi�erent bandwidths and workstations with varying computational power.In many communication situations, data is lost in transit. A standard response tothis problem is to request retransmission of data that is not received. The networktransport protocol TCP [St 94] deals with that error correction scheme. When someof this retransmission is lost, another request is made and so on. Such communicationprotocols like TCP are often the source of delays in networks and are a disadvantage forrealtime applications. To avoid these delays we use the UDP [St 94] protocol. The UDPprotocol does not have an error correction mechanism.Therefore we have to protect our messages against losses in the network during trans-mission. Here we use a mechanism called Error Resilient Transmission (ERT) related to[BKK+ 95] [G 96] [ABEL 94]. ERT is a Forward Error Correction scheme with severalpriority levels. With this method one can initially transmit extra redundant informationalong with the raw message so that the message can be recovered from any su�cientlylarge fraction of the transmission. A major goal of ERT is to provide graceful degrada-tion for MPEG-1 encoded video sequences in order to allow users with di�erent hardwareequipment and connectivity to share the same application. ERT protects the di�erentcontents of MPEG-1 video according to their importance via a multilevel redundancyscheme and information spreading [Le 94] [GRW 97].The intention is to increase the likelihood that the more important parts of the infor-mation can still be recovered if the video sequence is corrupted by packet losses duringtransit. These packet losses can be caused by di�erent events like network congestion,fading in satellite transmission, insu�cent computational power of the receiving worksta-tions and so on.Coding the video streams in such a way that a potential degradation is perceived asgraceful is a challenging task. First it must be clear, how the di�erent quality reductionsin a video sequence are perceived by the human eye. These reductions a�ect basicallycolour, spatial and temporal behaviour of the video as well as overall precision of thepixels.A thorough understanding of the MPEG-1 as well as the ERT encoding process isthen necessary to analyze what kind of changes lead to which e�ect, assuming that acertain packet loss behaviour is given. 2



In chapter 2 we give an introduction to several networking protocols. In chapter 3we give basic information about the MPEG-1 standard. In chapter 4 we describe anddiscuss the ERT encoding scheme. In chapter 5 we introduce the resulting ERT encodingscheme for transferring MPEG-1 video sequences and analyze the changes of quality dueto packet losses. Unfortunately, the sizes of the frames within a video sequence di�erdepending on types and scene content. With ERT, it is possible to adjust the parametersvery easily for encoding, decoding and transmitting.2 A protocol to transmit data via UDP/IPThe Internet Protocol (IP) is a packet oriented transmission service for heterogenousnetworks. Every machine connected to the internet has its unique IP address. In fact theinternet is a compound structure of many di�erent networks. Routers and bridges connectthe sub- and super-networks. If a machine crashes or a cable burns the routers themselveschoose other routes for packet delivery (if possible). However this packet oriented deliveryservice for heterogenous networks may loose or destroy packets. In general those failuresare called transmission errors. These errors may be:1. Change of packet content.2. Change of order among two or more packets.3. Duplication of packets.4. Packet loss.Error type 1 is no problem for any protocol based on IP since IP guarantees that if apacket reaches its destination its content is correct. Error type 2 and 3 are easy to detectand the correction is trivial. By identifying every packet with a monotonous increasingnumber we can reorder packets or throw duplicates away. This number has anotheradvantage: packet loss (error type 4) is being detected immediately. In case of packetlosses (error type 4) we may either request retransmission of lost data and risk delays ortry to perform without the lost piece of data.Applications using the internet have the choice among two basic protocols for data trans-mission.The Transmission Control Protocol (TCP/IP) is a connection oriented protocol. Be-fore transmitting the data an application has to establish a logical connection betweenitself and the remote host. The end points of a connection are called sockets. A socketis uniquely identi�ed by the IP address of the network interface card and a port number.3



Thus every connection is uniquely identi�ed by a pair of sockets. Sockets used for TCPconnections are called stream sockets. TCP controls the 
ow of packets. The connectionis safe in the way that logically no data will be lost. If packets are lost the sender missesthe receivers acknowledgement and starts a retransmission. All types of transmissionerrors will be corrected fully transparent for the application level. For most applicationsTCP is the right choice. Many errors lead to much waiting but users are used to it.On the other side there is the User Datagram Protocol (UDP/IP) which uses the bareIP service of transmitting packets. Except error type 1 (the change of packet content)the application level itself has to deal with all types of transmission errors. Passing datathrough the network using UDP is called connectionless. The sender creates its socketand sends the data with explicit speci�cation of the IP address and the port number. Ifthe destination machine doesn't exist or there is no socket bound to the speci�ed port orthe receiving process isn't ready to receive the packet it is lost. The sender receives noacknowledgement of any kind. Therefore this protocol has less overhead than TCP. Thetransmission quality depends on� Network quality{ Load of routers{ Routing strategies{ Hardware failures� Load of receiver machine� OS speci�c implementation of IPSince we can't a�ord any delay for our application, the videotransmission, we chooseUDP for our purpose. Here we introduce a simple 
ow control scheme for sending massiveamounts of data via UDP. The forces are:� The correctable types of transmission errors a�ecting UDP applications (error 2 and3) shall be corrected.� Without any kind of synchronization numerous packets will be lost because thereceiver isn't ready to process incoming UDP datagrams. But a handshake to sy-chronize sender and receiver costs time so handshaking will take place only if it isnecessary.� The sender may be much faster than the receiver so again we loose packets dueto bu�er over
ows in the receiver's machine. Our 
ow control protocol will slowdown the sender so the receiver may catch up. This delay depends on the receiversperformance. If the receiver is as fast as the sender no delay shall occur.4



� In order to track the amount of packet losses our protocol should exchange metainformation.� We need the notion of a job of packets to control when handshaking may occur andto calculate the loss percentage on the basis of a discrete number of packets.
Packet

Job of packetsFigure 1: A block of data as a job of packetsA job is a sequence of n packets each of size s. Let D be the amount of data to be sentin bytes, then n = dD=se (see �gure 1). Each packet of a job contains the id of it's joband the packet id. Identi�cators are unique, monotone ascending numbers (see �gure 3).
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Handshakes can only occur right before or after a job of packets. The sender willinitiate the synchronization procedure if it is necessary. The sender pushes it's packetsinto the network while concurrently listening for acknowledgements. These will not besent back for every packet the receiver processes but on a regular basis given by a certainperiod of time. If the sender misses these packets for too long he times out and stops thetransmission. Data (25+nSize bytes)O�set Type Description00 char szVersion[8] - version08 byte nType = PACKET DATA09 ulong nJobId - job id13 ulong nTotalJobSize - job size in bytes17 ulong nPacketsSent - number of sent packets21 ulong nSize - packet size25 char pCharArray[nSize] - data to be sentData Acknowledgement (33 bytes)O�set Type Description00 char szVersion[8] - version08 byte nType = PACKET DATAACK09 ulong nJobId - job id13 ulong nPacketsReceived - number of received packets17 ulong nLastPacket - highest packet id received21 ulong nBytes - bytes processed25 ulong nTimeInside - msecs used to received29 ulong nTimeOutside - msecs used outside receiverFigure 3: Packet formats for data transmissionThe acknowledgements (�g 3) help the sender in three di�erent ways:1. Determining when a handshake is necessary.2. Calculation of the average time period the receiver needs to process one packet3. Generating information about packet lossWhen is a handshake necessary? Let js be the packet id of the last sent packet andjr be the packet id of the last packet received. We call js � jr the senders lead. If thislead exceeds a given threshold we assume that a synchronization is necessary to avoidmassive packet losses.How long should the sender delay take between two data packets? The sender mea-sures the time it needs to send a packet. Since the receivers acknowledgements inform6



the sender about the number of received and processed packets the sender can easiliycalculate the delay of the next packet. This calculation has a 
aw because packets lost bythe network will increase the senders delay allthough the receivers performance may besu�cient. Nevertheless it is likely that a router threw the missing packets away due to abu�er over
ow. Waiting longer before sending the next packet will decrease the routersload so even in this case the adjustment is ok.How can the loss rate be measured? This is a trivial calculation because every ac-knowledgement informs the sender about the number of received packets.Summation of our achievements:� With a good network quality very few packets are lost.� Errors of type 2 and 3 are corrected transparently.� Higher application levels can gain detailed loss information.� Little extra delay due to limitation of the number of handshakes.We must admit an overhead due to synchronization and packet headers. This overheadis substantial for packet sizes less than 100 bytes.3 MPEG-1 CompressionIn 1988 a group called Motion Picture Expert Group (MPEG) was formed to produce astandard for video and audio encoding for VHS-quality compression at bitrates less than1.856 Mbits/sec. The MPEG encoding algorithm was developed primarily for storage ofcompressed video on digital storage media. Provisions were therefore made in the algo-rithm to enable random access, fast forward/reverse searches, and other features whendecoding from any digital storage media. Image compression usually is achieved by ap-plying several techniques such as subsampling of chrominance components, quantization,frequency transformation by Discrete Cosine Transform (DCT) and variable length cod-ing (VLC) [PM 93] [Ga 91].MPEG additionally introduces motion compensation (MC)to exploit temporal redundancy, predictive coding and picture interpolation.3.1 Coding LayersThe MPEG model can be organized into four layers as illustrated in Figure 4. The layersare arranged below in order of increasing size:� Block- A block is the smallest coding unit in the MPEG algorithm. It is made upof 8� 8 pixels and can be one of three types; luminance (Y), red chrominance (Cr)7



and blue chrominance (Cb). The block is the basic unit in intraframe DCT codedframes.� Macroblock- A macroblock is the basic coding unit in the MPEG algorithm. Amacroblock is a 16�16 pixel segment in a frame. Since each chrominance componenthas one-half the vertical and horizontal resolution of the luminance component, amacroblock consists of 4 Y, 1 Cr and 1 Cb block.� Slice- A slice, which is a horizontal strip within a frame, is the basic processing unitin the MPEG coding scheme. Coding operations in blocks and macroblocks can onlybe performed when all pixels for a slice are available. A slice is an autonomous unitsince coding a slice is done independently from its neighbors.� Picture- A picture in MPEG terminology is the basic unit of display and corre-sponds to a single frame in a video sequence. The spatial dimensions of a frame arevariable and are determined by the requirements of an application.
Block Block
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Figure 4: MPEG coding layers3.2 Coding ModesMPEG uses three di�erent types of pictures: Intraframes (I), coded as a still image,Predicted frames (P), predicted from the most recently decoded I- or P-frame and Bidi-8



rectional frames (B), interpolated from the closest two I- or P-frames.An I-frame is encoded independently from any other image, applying techniques sim-ilar to JPEG compression [PM 93] [Wa 91]: Blocks are �rst transformed from the spatialdomain into the frequency domain using DCT. The corresponding coe�cients then arequantized in frequency order. Low frequency components are encoded more accuratelythan high frequency ones. Additional compression is achieved by variable-length codingof the resulting data in a zig-zag ordering.P-frames generally refer to the most recent reference frame, which is either an I- ora P-frame. They use motion compensation on a macroblock basis. Encoded are motionvectors and error terms. The vector speci�es the relative location of the macroblockwithin the reference frame, which matches the one to be coded best. The di�erence isexpressed by an error term or in case of total compliance is skipped. In the latter case thereference macroblock is simply duplicated. The range for motion vectors may be limited,since searching for the closest pattern is very time consuming. Macroblocks may also becoded as I-macroblocks.Additionally to backward compensation, B-frames may be interpolated from pastand future pictures. So B-macroblocks may either use backward motion compensation(MC), forward MC or both. Bidirectional frames therefore provide the highest amountof compensation [CRM 93].B-frames are not used for prediction of other frames so the errors in them do notpropagate, as opposed to the errors in I- or P-frames. This makes the B-frames the leastcritical of the three frame types. Errors in I- or P-frames propagate until the end of theGOP.3.3 Bitstream HierarchyAn MPEG-1 video is represented by a layered bitstream. The top layer is called sequencewhich is encapsulated by the sequence delimiters header and trailer. The sequence headercontains information such as picture size, picture rate and bit rate. The trailer consistsof a 32 bit end code.The header is followed by any number of Group of Pictures (GOP). A GOP providesrandom access, since it is the smallest coding unit which, under certain circumstancescan be decoded independently.A GOP consists of a GOP header beeing followed by di�erent types of frames. Inevery GOP there is one I-frame which immediately follows the GOP header if the GOPis viewed in bitstream order. (further details concerning bitstream and display order are9



described in [Le 94], [CA 94])) The I-frame may be followed by any number of I-, P- andB-frames in any order. The smallest GOP might consist of only a single I-frame, whereasthe upper bound is unlimited. A GOP always begins with a GOP-header and either endsat the next GOP-header or at the end of the sequence.An example for a GOP is displayed in �gure 5.
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Figure 5: MPEG-1 Video StreamThere is another important point to mention considering GOPs. There is no suchthing as a �xed size for all three frame types. The I-frame size can vary in the di�erentGOPs of a video sequence depending on the scene content. The sizes of P- and B-framescan vary even within a GOP. That means that we have to readjust the parameters ofthe encoding scheme dynamically with the changing of the sizes of the GOPs and fameswithin a video sequence.4 Erasure Resilient Transmission (ERT)From the discussion in chapter 3 it has become clear that due to the di�erent errorpropagation properties I-, P- and B-frames di�er in their importance concerning theinformation content of a GOP. The main idea in ERT is to assign a certain amountof redundancy to a GOP with the redundancy being unevenly distributed among thedi�erent frame types, according to their importance [Le 94]. ERT is at the momentimplemented based on encoding of information via Cauchy matrices [BKK+ 95] [G 96].The basics of the ERT encoding scheme can be explained with the aid of �gures 6 and 8.10



ERT encodes the data using multilevel redundancy and disperses the encoding into thepackets to be transmitted.
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Figure 6: Multilevel redundancy distributionIn more detail: Given a message M = (M1;M2; : : : ;Mm), -the message M is splitin m packets for transmission- the ERT encoder generates a Code C = (C1; C2; : : : ; Cn)containing n packets. The �rst m packets of C are the m packets of the message M , theother n � m packets are the redundant information for the message. The ERT codingscheme guarantees, that for any su�ciently large fraction of the transmission, the receiveris able to recover the information. Therefore the ERT decoder is able to recover CodeC if �nm� packets arrive at the receiver. For di�erent parameters n and m, C containsdi�erent amounts of redundancy for the di�erent priorities. Figure 7 shows a possibleredundancy distribution for a typical MPEG-GOP frame pattern: I B B P B B.Priorities are expressed by fraction of packets needed to recover the original informa-tion. According to the considerations in �gure 7, the I-frame might be encoded in a waythat it can be recovered from any 60% of the total number of packets sent, the P-framefrom any 80% and the two blocks of B-frames from any 95% of the packets.11



Priority Size Occurrence Fraction xilevel in Bytes in group of samples Total Size needed to recover EncodingI-frame 12000 1 12000 60% 20000P-frame 4800 1 4800 80% 6000B-frame 2850 4 11400 95% 12000Total 6 28200 38000Figure 7: Possible redundancy distributionIn Figure 8 the generation of the code is explained very clearly for MPEG videostreams. It can be seen that a GOP, which constitutes the message to be encoded, isencoded in a code C consisting of n packets. The mapping onto the n packets is donein such a way that information from every frame is contained in each of the n packets.As a consequence the information is spread among the n packets which renders improvedrobustness in the presence of bursty errors which are common in today's networking envi-ronment. The second idea in ERT is to provide error correcting properties on a multilevelbasis. The most important data, the I-frame is endowed with relatively more redundancyinformation than the less important P- and B-frames (see also �gure 6. Another propertyof the ERT encoding scheme is the fact that on the decoding side no decoding is requiredif the cleartext information arrives undisturbed. Furthermore, the encoding and decodingalgorithms are dynamic that means, that in case the frames are di�erent in size which isusual, the encoding and decoding algorithms choice their parameters due to the sizes ofthe message. The transmission of the encoded message is described in more detail in thefollowing chapter 5.In case of errors the amount of redundancy being assigned to the di�erent frame typesdecides whether the frames of the speci�c type can be recovered or not. If enough errorfree packets arrive, all of the frames belonging to a certain frame type can be recovered.If this threshold is not reached, no frame recovery is possible via decoding. Nevertheless,some cleartext information might have gotten through so that there is still a chance thatsome usable information has arrived, even though the recovery mechanism does not haveenough packets to recover the whole message.The ERT encoding scheme renders a usable degradation of quality in cases of errors.Figures 9 and 10 show the di�erence between a singlelevel and multilevel redundancydistribution. Recall that xj ,j=I,P,B is the fraction of packets needed to recover frametype j. In the singlelevel case there is only one value x = xI = xP = xB which determines12
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Figure 8: The coding process in ERTthe recovery threshold. Thus 1 � x is the fraction of packets allowed to be lost. Whenmore than 1 � x packets are lost the quality of the video will be unacceptable. In theother case the quality will be good. In the multilevel case we have three thresholds xI ,xP and xB. The ERT encoding scheme generates a transition band between good andbad quality with less chance of bad quality. A disadvantage is that the threshold wherethe good quality starts is lower compared to the singlelevel case. But the generatedredundancy overhead will be smaller and thus less bandwidth is needed.5 Real-Time TransmissionIn this section we present the combination of our simple MPEG GOP parser, the ERTcodec and the UDP 
ow control protocol. The result is a C++ implementation runningon an Ultra Sparc 5.We developed a simple tool which traces UDP packet transmission based on our 
owcontrol protocol. We introduce the notion of the transmission context, which consists of� a route used for packet delivery,� a pair of machines (used as sender respectively receiver),13
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(including header information) is thereforen = NXi=1 ni:See �gure 11 for an illustration of the calculations above.
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Figure 11: Encoding a GOP using the UDP packet size S = 1024.Figure 12 shows the architecture we have chosen for our implementation. The rawvideo bit stream is produced by an MPEG encoder. The GOPs are parsed by a simplealgorithm which scans in linear time for MPEG startcodes. The result is an ordered setof MPEG-encoded frames. Every frame has a type (that is: header, I-frame, P-frame orB-frame). The data is not modi�ed, we only read and split one GOP into single frames.After encoding the MPEG frame data we have n packets. We apply the given maxi-mum job length P so J = dn=Pe is the number of UDP jobs we have to transmit. Ourtask is now to distribute the di�erent packets by their type T over J jobs.16
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UDP receiverFigure 12: The building blocks of our architecture.Each frame Fi consists of ni packets (redundant or original) which have to be sent.We use J jobs so in average a frame Fi occupies ni=J packets per job. For every framewe use a 
oating point counter fi and round(fi) denotes the number of packets a frameactually occupies in the next job. Before the �rst job begins we have fi = ni=J . Thefollowing job will consist of round(fi) packets of frame Fi. In averagePNi=1 round(fi) willnot exceed the maximum number of packets per job P . After a job is sent we setfi = fi � round(fi) + ni=J:The following example (�gure 13) uses the GOP from �gure 11. It assumes P = 10 whichleads to J = 4. This GOP consists of N = 7 frames and n = 33 packets each of sizeS = 1024.Before sending encoded data, sender and receiver synchronize themselves and ex-change vital parameters for the ERT codec and information about the encoded GOP(number of encoded packets, number of jobs etc.) The UDP sender may then start the�rst job for that GOP and the receiver stores all received packets sorted by frame usingthe packet-id. Due to the fact that our protocol stores the job-id in every UDP packetthe receiver can detect when the GOP is �nished. It then calculates which frame reachedit's destination with a su�cient number of packets. Those that can not be recovered arethrown away or replaced by dummy frames to maintain the video rate. Those framesthat can be decoded successfully are piped directly to an MPEG decoder or MPEG videoplayer.Our scheme has approven to increase the quality of video transmission signi�cantly.Although it remains impossible to transmit high quality video near real-time using lowbandwith IP connections, no matter what scheme one applies, our architecture reachesour goals. 17



Frame i 1 2 3 4 5 6 7Type T (Fi) I B B P B B Pfi = ni=J 2.25 0.75 1 1.5 0.75 0.75 1.25 1.jobround(fi) 2 1 1 2 1 1 1 9 packetsfi after 1. job 2.5 0.5 1 1 0.5 0.5 1.5 2.jobround(fi) 3 1 1 1 1 1 2 10 packetsfi after 2. job 1.75 0.25 1 1.5 0.25 0.25 0.75 3.jobround(fi) 2 0 1 2 0 0 1 6 packetsfi after 3. job 2 1 1 1 1 1 1 4.jobround(fi) 2 1 1 1 1 1 1 8 packetsSummary 9 3 4 6 3 3 5 33 packetsFigure 13: Distributing packets over jobsFigures 15 and 14 show a movie scene from the video Foreman. On the left theoriginal is displayed, in the middle the video with ERT protection and on the right thesame sequence without ERT protection.6 Conclusion and further researchWe have presented a useful method to transmit medium quality video sequences such asMPEG-1 to di�erent users across a lossy network. We have shown how to prioritize theMPEG-1 video sequences in a way that a graceful degradation of quality is possible in caseof packet losses caused by the networking environment. Furthermore we have introducedthe ERT encoding scheme for assigning di�erent amounts of redundancy to the di�erentframe types. We have described the advantage of this multilevel redundancy scheme forreal time applications and thus it makes sense to prioritize data. At the moment weare running experiments on improving our protocols and to dynamically assign the ERTparameters to the changing of the networking environment, loss rates etc. Also we try toassign more priority levels to MPEG video sequences.18



Figure 14: Video sequence from Foreman
Figure 15: Video sequence from Foreman19
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