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IntroductionLet U be a real algebraic set in n{dimensional a�ne space which is given as aset of zeros of a family of polynomials of the degree less than d. Let U (s) bethe closure in the Zariski topology of the set of all smooth points of dimensions of U . In the paper an algorithm is described for constructing a �nite setS of points of U which has a non{empty intersection with every connectedcomponent of every irreducible component of U (s). The number of points ofS is bounded from above by a polynomial in dn. The working time of thealgorithm is polynomial in the size of input and dn. More precise formulationsare given below involving triangulations of U if U is bounded (respectively ofthe Alexandrov compacti�cation of U if U is not bounded).Previously known algorithms [14], [1] allow to construct only a �nite set S ofpoints which has a non{empty intersection only with every connected componentof a real algebraic variety (or a real semi{algebraic set).Now we give the precise statements. Let k0 = Q(t1; : : : ; tl; �) be a realordered �eld where t1; : : : ; tl are algebraically independent over the �eldQ and �is algebraic over Q(t1; : : : ; tl) with the minimal polynomialF 2 Q[t1; : : : ; tl; Z]and leading coe�cient lcZF of F is equal to 1.We shall assume in what follows that the �eld k0 satis�es the followingproperty.(A) Let a �nite extension K � k0 of real ordered �elds be given by its primitiveelement and minimal polynomial. Then for an element a 2 K one candecide whether a > 0 within the polynomial time.Note that if k0 = Q then k0 satis�es this property. If the �eld k0 satis�es thisproperty then any �nite extension k1 which is real ordered �eld extension of k0also satis�es this property. If " > 0 is an in�nitesimal relative to the �eld k0then the real ordered �eld k0(") satis�es the formulated property.Let polynomials f1; : : : ; fm 2 k[X1; : : : ; Xn] be given, m � 1. Consider theclosed algebraic set or algebraic variety (in this paper we don't distinguish thesetwo concepts)V = f(x1; : : : ; xn) : fi(x1; : : : ; xn) = 0; xi 2 k0; 81 � i � mg � A n(k) :This is a set of all common zeros of polynomials f1; : : : ; fm in A n(k), where kis an algebraic closure of k. In what follows we shall denote for brevity thisset by Z(f1; : : : ; fm). The similar notations will be used also for the sets of all2



common zeros (in a�ne or projective spaces as it will be seen from the context)of other polynomials. So V = Z(f1; : : : ; fm).Let R be a real closed �eld containing the real closure ek0 of the �eld k0 andC = R be the algebraic closure of R. SetV (R) = f(x1; : : : ; xn) : fi(x1; : : : ; xn) = 0; xi 2 R; 81 � i � mg � A n (R) :This is a set of all common zeros of polynomials f1; : : : ; fm in A n (R). In whatfollows we shall denote for brevity this set by ZR(f1; : : : ; fm). The similarnotations will be used also for the sets of all common zeros (in a�ne or projectivespaces as it will be seen from the context) of other polynomials. So V (R) =ZR(f1; : : : ; fm) is a real algebraic set or (the set of points of) a real algebraicvariety over R (the de�nition of real algebraic varieties see in [2]). The elementsof ZR(f1; : : : ; fm) are real roots of polynomials f1; : : : ; fm.We shall represent each polynomial f = fi in the formf = 1a0 Xi1;:::;in X0�j<degF ai1;:::;in;j�jXi11 � � �Xinn ;where a0; ai1;:::;in;j 2 Z[t1; : : : ; tl]; gcdi1;:::;in;j(a0; ai1;:::;in;j) = 1. De�ne thelength l(a) of an integer a by the formula l(a) = minfs 2Z: jaj < 2s�1g. Thelength of coe�cients l(f) of the polynomial f is de�ned to be the maximum oflength of coe�cients fromZof polynomials a0; ai1;:::;in;j and the degreedegt�(f) = maxi1;:::;in;jfdegt�(a0); degt�(ai1;:::;in;j)g ;where 1 � � � l. In the similar way degt� F and l(F ) are de�ned.We shall suppose that we have the following boundsdegX1;:::;Xn(fi) < d; degt�(fi) < d2; l(fi) < M;degZ(F ) < d1; degt�(F ) < d1; l(F ) < M1 :The size L(f) of the polynomial f is de�ned to be the product of l(f) to thenumber of all the coe�cients fromZof f in the dense representation. We haveL(fi) < (�d+ nn �d1 + 1)dl2MSimilarlyL(F ) < dl+11 M1. Unless we state otherwise, in what follows we supposel to be �x.REMARK 1 In what follows we shall assume without loss of generality thatthe polynomials f1; : : : ; fm are linearly independent over k0. Hence dimV �n� 1. 3



Consider at �rst the case when V (R) is bounded. Hence dimV (R) � n� 1.Consider some triangulation of V (R), see [2], i.e. a �nite simplicial complexK = [1�i�p�p and a semi{algebraic homeomorphism � : K ! V (R) in thetopology of the real �eld. We shall call for brevity the simplex � of K tobe maximal if and only if it is not a face of any other simplex of K. Let0 � s � n � 1. Consider a non{zero s{dimensional cycle e =P1�j�q �pj withcoe�cients fromZ=2Zof the simplicial complex K such that �pj is maximal forall j and pj1 6= pj2 if j1 6= j2. So the dimension dim�pj = s for all j. DenoteE = jej = [1�j�q�(�pj ).REMARK 2 Note that if there is an irreducible component W of V (R) ofdimension s over R then there is also a cycle e as described such that jej coin-cides with the set of all points of dimension s of W . This follows from the factthat for an arbitrary (s � 1){dimensional simplex t from the triangulation ofW the number of all s{dimensional simplexes from the considered triangulationcontaining t as a face is even, see [2].Now let a non{zero vector y = (y1; : : : ; yn) 2 Rn be given. By the transferprinciple, see [2], the functionP1�i�n yiXi has its maximum and minimum onE. Denotem0 = max( X1�i�n yiXi)(E); E0 = fz 2 E : ( X1�i�n yiXi)(z) = m0g;m00 = min( X1�i�n yiXi)(E); E00 = fz 2 E : ( X1�i�n yiXi)(z) = m00g:THEOREM 1 Let V (R) be a bounded real a�ne algebraic variety given asa set of zeroes of polynomials f1; : : : ; fm. Then for a given non-zero vector yone can construct a �nite set Sy of points of V (R) such that for any semi{algebraic triangulation � : K ! V (R) and any non-zero s{dimensional cyclee with coe�cients from Z=2Zas described above the intersections S \ E0 andS \ E00 are non{empty. The number of points of Sy is bounded from above bya polynomial in dn. The working time of the algorithm for constructing Sy ispolynomial in dn, d1, d2, M , M1, m and the size of the vector y.Theorem 1 will be deduced from our existence theorem which will be for-mulated and proved in Section 2. Note that it may happen in some cases thatE = E0 = E00, e.g. when s = 0 and E consists of one point. Applying Theorem 1to n linearly independent vectors y(1); : : : ; y(n) and de�ning S = [1�i�nSy(i) weget the following result. 4



COROLLARY 1 Let s � 1. One can construct a �nite set S of points ofV (R) such that for any semi{algebraic triangulation � : K ! V (R) and anys{dimensional cycle e as described above with coe�cients from Z=2Zthe inter-section S\E consists of at least two di�erent points. The number of points of Sis bounded from above by a polynomial in dn. The working time of the algorithmfor constructing S is polynomial in dn, d1, d2, M , M1, m.In the general case, i.e. when V (R) is not necessary bounded, we can verifythis fact within the time polynomial in dn, d1, d2, M , M1, m. Recall, see [2],the construction of the algebraic variety V1 such that V1(R) is the Alexandrovcompacti�cation of V (R) if V (R) is not bounded. Namely, one should constructa point x(0) 2 A n(R) such that x(0) 62 V (R). We can suppose without loss ofgenerality that x(0) = (0; : : : ; 0) e�ecting if it is necessary an appropriate lineartransformation of coordinates in A n (R). Setgi = ( X1�i�nX2i )deg fifi X1P1�i�nX2i ; : : : ; XnP1�i�nX2i ! ; 0 � i � m:De�ne V1 = Z(g1; : : : ; gm). So V1 is bounded. We have the isomorphism ofreal algebraic varieties � : V (R) ! V1(R) n fx(0)g induced by the inversiontransformation(X1; : : : ; Xn) 7!  X1P1�i�nX2i ; : : : ; XnP1�i�nX2i ! :Let K, �, s, e have the same meaning for V1(R) as previously for V (R).Applying Corollary 1 to the real algebraic variety V1(R) we get the followingresult.COROLLARY 2 Let V (R) be a not bounded real a�ne algebraic variety givenas a set of zeroes of polynomials f1; : : : ; fm. One can construct a �nite set Sof points of V (R) such that for any semi{algebraic triangulation � : K !V1(R) of V1(R) and any its s{dimensional cycle e with coe�cients from Z=2Zas described above the intersection S \ E is non{empty. The number of pointsof S is bounded from above by a polynomial in dn. The working time of thealgorithm for constructing S is polynomial in dn, d1, d2, M , M1, m.Now let g1; : : : gs 2 k0[X1; : : : ; Xn] be some polynomials which have thesimilar estimations for degrees and sizes of integer coe�cients as f1; : : : ; fm.Consider a basic semi{algebraic set, see [14], [1],U = fx 2 Rn : f1(x) = : : : = fm(x) = 0& g1(x) > 0& : : : & gs(x) > 0g: (1)5



Consider the real algebraic variety U1 � A n+2 which is the set of all commonzeroes of polynomialsQ1�i�s gi �Z, f1; : : : ; fm and ZT � 1 (here Z and T arenew variables). Denote by� : Rn+2 ! Rn; (X1; : : : ; Xn; Z; T ) 7! (X1; : : : ; Xn)the linear projection. Then the set U coincides with the union of some connectedcomponents of �(U1). Thus, applying Corollary 2 and Remark 2 to the realalgebraic variety U1 we get the following result.THEOREM 2 Consider a basic semi{algebraic set (1). Let U (s) be the closurein the Zariski topology of the set of all smooth points of dimension s of U . LetW be a connected component of real dimension s of an irreducible componentof U (s). Then one can construct a �nite set S of points of U such that S hasa non{empty intersection with every W . The number of points of S is boundedfrom above by a polynomial in ((s + 1)d)n. The working time of the algorithmfor constructing S is polynomial in ((s + 1)d)n, d1, d2, M , M1, mREMARK 3 The working time of the algorithms from theorems of this paperand their corollaries is essentially the same as for solving system of polynomialequations with a �nite set of solutions in the projective space over an alge-braically closed �eld. So they can be formulated also in the case when l is not�xed, see [5].1 One algorithm of reduction to general positionLet V (R) be an real algebraic variety such as in the Introduction. SoV (R) = ZR(f1; : : : ; fm);see the Introduction. We shall suppose in this section V (R) to be non-emptyand bounded, i.e. there is a 2 R, a > 0 such that; 6= V (R) � f(x1; : : : ; xn) 2 Rn : X1�i�nx2i � ag:Denote f =P1�i�m f2i . Let g = 1 +X2d+21 + : : :+X2d+2n .Let " > 0 be an in�nitesimal relative to the �eld R. Denote f" = f � "g.Let "(0) and "(1) be new variables.Denote by h = X2d+20 "(0)f(X1=X0; : : : ; Xn=X0) +"(1) X0�i�nX2d+2i 2 R["(0); "(1); X0; : : : ; Xn]6



the P1�Pn{homogenization of f", herewith the coordinates ofP1 are ("(0) : "(1))," = "(0)="(1), and the coordinates of Pn are (X0 : : : : : Xn). Let y2; : : : ; yn beelements from a �eld extension of R. Denote y = (y2; : : : ; yn), and set the �eldsK1 = R(y2; : : : ; yn); C1 = C(y2; : : : ; yn);K2 = R("; y2; : : : ; yn); C2 = C("; y2; : : : ; yn)In the case when y2; : : : ; yn are elements from a real ordered �eld extension ofR we shall denote also R1 = K1 and R2 = K2. In this case Ri are real ordered�elds and Ci have real structures, see [3], [4], in the natural way. In the generalcase we shall suppose without loss of generality that the �eld K1 is suppliedwith a real structure. Then it induces the real structures on C1, K2, C2.Consider the following system of polynomial equations in X0; : : : ; Xn and"(0); "(0) ( h = 0;@h@Xi � yi @h@X1 = 0; 2 � i � n: (2)LEMMA 1 Let " = "(1)="(0). Consider (2) as a system in X0; : : : ; Xn. Thensystem (2) has a �nite number of solutions in Pn(C2).PROOF Consider the system( X2d+20 +X2d+21 + : : :+X2d+2n = 0;X2d+1i � yiX2d+11 = 0; 2 � i � n: (3)which is obtained by replacing h by g in (2). System (3) has a �nite numberof solutions in Pn(C1). So, cf. [5] or [3], Corollary 4.1, system (2) has a �nitenumber of solutions in Pn(C2). The lemma is proved.COROLLARY 3 Let system (2) have a solution (�0 : : : : : �n) 2 Pn(C2) with�0 = 0. Then (�0 : : : : : �n) 2 Pn(C1) is a solution of system (3). Such asolution (�0 : : : : : �n) exists if and only if there are integers j2; : : : ; jn for which1 + X2�i�n�ji2d+1y(2d+2)=(2d+1)i = 0:where �2d+1 is a primitive root of unity of degree 2d+ 1.PROOF It follows from the fact that deg f < 2d+2. The corollary is proved.Let "(1)="(0) = ". Then the solutions (�0 : : : : : �n) 2 Pn(C2) of system (2)can be of the following types(i) with �0 = 0, then (�0 : : : : : �n) 2 Pn(C1) by Corollary 3,7



(ii) with �0 = 1 and such that P1�i�n j�ij2 is an in�nitely large relative toC1,(iii) with �0 = 1 and such that every �i is not in�nitely large relative to the�eld C1.Denote by �2(y) = �2(y2; : : : ; yn) (respectively �0(y) = �0(y2; : : : ; yn)) thenumber of all roots counting with multiplicities of type (iii) (respectively oftype (ii) or (iii)) of system (2). So we have by the B�ezout theorem �0(y) �(2d+ 2)(2d+ 1)n�1.LEMMA 2 Let y2; : : : ; yn be elements from a real ordered �eld extension of R.System (2) has at least two di�erent roots �0 and �00 of type (iii) with coordinatesin the real closure fR2 of the �eld R2. All the coordinates of the roots �0 and �00are not in�nitely large relative to the �eld R.PROOF (Cf.[15],[14].) Replace R by R, the in�nitesimal " by a positivenumber " 2 R and let y2; : : : ; yn 2 R. Then ZR(f") is a smooth boundedhypersurface in A n (R) for all su�ciently small " > 0. Since ZR(f") is a boundedreal algebraic hypersurface there are at least two di�erent points �0, �00 of thisvariety in which the hyperplanes of support have the normal vector parallel to(1; y2; : : : ; yn). These hyperplanes of support are tangent spaces of ZR(f") in thepoints �0 and �00. So �0 and �00 are solutions of (2) in A n(R). Now the requiredassertion follows from the transfer principle, see [2]. The last statement of thelemma follows from the fact that the absolute values of the coordinates of allpoints from V (R2) are bounded from above by the same constant from R asthe absolute values of the coordinates of all points from V (R). The lemma isproved.COROLLARY 4 The inequality �2(y) � 2 holds.Denote by D(y) 2 K1["(0); "(1); U0; : : : ; Un]the U{resultant, see e.g. [11], of (2) considered as a system in X0; : : : ; Xn.The polynomial D(y) is equal (up to a factor from R("(0); "(1); y2; : : : ; yn)) tothe product Qj2J (P0�i�nUi�(j)i ) where �(j) = (�(j)0 : : : : : �(j)n ), j 2 J is afamily of all roots (counting them with multiplicities) of system (2) in Pn(C2).Denote by J 0 (respectively J 00, J 000) the subset of indices of J such that j 2 J 0(respectively j 2 J 00, j 2 J 000) if and only if the root �(j) of system (2) is of type(i) (respectively (ii), (iii)). 8



Let q be a coe�cient in a monomial in U0; : : : ; Un of the U{resultant of nhomogeneous polynomials F1; : : : ; Fn in X0; : : : ; Xn. Then it is known that q isa homogeneous polynomial in the coe�cients of Fi of the degree(Q1�j�n degFj)= degFi for every 1 � i � n. Hence, the degreedeg"(1);"(0) D(y) = (2dn+ 2n� 1)(2d+ 1)n�2:Let L = l0X0 + : : :+ lnXn 2Z[X0; : : : ; Xn] be a non{zero linear form withinteger coe�cients li, 0 � i � n, such that L is not vanishing in any point oftype (i) of the variety W 0 � Pn(C2) of solutions of system (2). According to[11], see also [5], one can verify this condition within the time polynomial in dnand the size of input including L.De�ne the set of linear formsLN = f X0�i�nciXi : 1 � i � N; i 2Zg:The form L satisfying the considered condition can be chosen from the set LNwith N � P(dn) for a polynomial P.The condition that L is not vanishing in any point of type (i) of the varietyW 0 is equivalent to the fact that the polynomialD(y)(1; "; L � l0X0;�l1X0; : : : ;�lnX0) 2 K1[L;X0; "]is non{zero. This polynomial is vanishing on the variety W 0. Set �0(y) (re-spectively �1(L; y)) to be the maximal integer a such that Xa0 (respectively "a)divides the polynomial D(y)(1; "; L � l0X0;�l1X0; : : : ;�lnX0). Then �0(y) isthe number of roots of system (2) of type (i) and, hence, does not depend onthe choice of L. SetG(y) = D(y)(1; "; L � l0;�l1; : : : ;�ln) 2 K1["; L]:Denote by H(y) 2 K1["; L] the separable polynomial which is equal to theproduct of all di�erent irreducible factors of G(y) which do not belong to K1["].According to [11], see also [5], one can compute the polynomialG(y) within thetime polynomial in dn and the size of input including L.We have �0(y) = degLG(y) = degU0;:::;Un D(y) � �0(y). RepresentG(y) = "�1(L;y) X0�i��0(y) aiLiwhere ai 2 K1["] for all i. Note that ai depends on the coe�cients l0; : : : ; ln ofthe linear form L. So we shall denote also ai = ai(l0; : : : ; ln).9



LEMMA 3 Let L be an arbitrary linear form which is not vanishing in anypoint of type (i) of the variety of solutions of system (2). Let lc"(a�0(y)(l0; : : : ; ln))be leading coe�cient of the polynomial a�0(y)(l0; : : : ; ln) in ". Then the polyno-mial "�1(L;y)a�0(y)(l0; : : : ; ln)= lc"(a�0(y)(l0; : : : ; ln))does not depend on the choice of L. Besides that,�1(L; y) + deg" a�0(y)(l0; : : : ; ln) = (2dn+ 2n� 1)(2d+ 1)n�2:PROOF Represent the polynomial D(y) = D1D2 where the polynomial D1(respectively D2) is equal to Qj2J 0P1�i�nUi�(j)i (respectivelyQj2J 00[J 000P0�i�nUi�(j)i up to a factor from K1["]. Hence, by Corollary 3 wecan choose these factors such that D1 2 K1[U0; : : : ; Un] andD2 2 K1["(0); "(1); U0; : : : ; Un]. RepresentD2 = X0�i��0(y)AiU i0where allAi 2 K1["(0); "(1); U1; : : : ; Un] are homogeneous polynomials in U1; : : : ;Un with degU1;:::;Un Ai = �0(y) � i. In particular A�0(y) 2 K1["(0); "(1)]. Nowwe get immediately that"�1(L;y)a�0(y)(l0; : : : ; ln) = D1(�l1; : : : ;�ln)A�0(y)(1; "):The �rst assertion of the lemma follows from this equality. The second assertionfollows from the fact thatD(y)(0; 1; U0; : : : ; Un) is the U{resultant of system (3).Hence, 0 6= A�0(y)(0; "(1)) = ("(1))(2dn+2n�1)(2d+1)n�2�where � 2 K1. The lemma is proved.Set �1(L; y) = deg" a�0(y).Set �2(L; y) to be maximal i such that " does not divide ai. Note that�2(L; y) is the number of roots � counting them with multiplicities of type (ii)or (iii) of system (2) such that j(L=X0)(�)j is not in�nitely large relative to the�eld C1. So �2(L; y) � �2(y).Set �1(y) = �1(y2; : : : ; yn) = maxL �1(L; y) where the maximum is takenover all linear forms L for which �1(L; y) is de�ned.Note that �0(y), �1(L; y), �2(L; y) can be computed within the time poly-nomial in dn and the size of input including L.Let L be a linear form which is not vanishing in any point of type (i) of thevariety of solutions of system (2). Consider G(y) as a polynomial in ", L. Let(u0; v0), (u1; v1); : : :, (ur; vr) be subsequent vertices of the Newton polygon ofG(y), cf. [6], in the coordinates ("; L) such that10



� (u0; v0) = ((2dn+ 2n+ 1)(2d+ 1)n�2; �0(y)),� ui+1 < ui for 0 � i � r � 1,� ur = �1(L; y).Such a sequence exists by Lemma 3 and by the de�nition of �1(L; y). So r � 0.Besides that, our de�nitions imply� v1 � v0 and vi+1 < vi for 1 � i � r � 1,� u0 � ur = �1(L; y),� vr = �2(L; y) � 2.De�ne (ur+1; vr+1) = (0; 0). We shall denote also ui = ui(L; y), vi = vi(L; y)and r = r(L; y) when the dependence on L and y will be important.For a linear form L as above and y de�ne wi = wi(L; y) 2 Q, 0 � i � �0(y)by the following conditions� w�0(y) = u0 if v1 < v0,� w�0(y) = u1 if v1 = v0,� wi = uj+1+(uj�uj+1)(i�vj+1)=(vj�vj+1) if vj+1 � i � vj and 1 � j � r.Hence, the points with the coordinates (wi; i), �2(L; y) � i � �0(y) belong tothe Newton broken line of the polynomial G(y). Setw = w(L; y) = (w0(L; y); : : : ; w�0(y)(L; y)) 2 Q�0(y)+1:De�ne a partial order on Q�0(y)+1 in the following way. Let z = (z0; : : : ;z�0(y)) and z0 = (z00; : : : ; z0�0(y)) be two elements of Q�0(y)+1. Then z � z0 if andonly if zi � z0i for all 0 � i � �0(y).LEMMA 4 Set N1 = (2d + 2)(2d + 1)n�1n + 1. Then there is a linear formL1 2 LN1 such that L1 is not vanishing in any point of type (i) of the varietyof solutions of system (2) andw(L1; y) � w(L; y):for every linear form L as above. Further, there is a family of at most (2d +2)(2d+1)n�1 hyperplanes in (n+1){dimensional space such that if coe�cients ofan arbitrary linear form L does not belong to this union then L is not vanishingin any point of type (i) of the variety of solutions of system (2) andw(L; y) = w(L1; y):11



PROOF We shall use the notations from the proof of Lemma 3. The formL is not vanishing in any point of type (i) of the variety of solutions of system(2) if and only if P1�i�n li�(j)i 6= 0 for all j 2 J 0. In what follows in the proofof the lemma we shall suppose that L = P0�i�n liXi is not vanishing in anypoint of type (i) of the variety of solutions of system (2)Let ord" : C2 ! Q[ f+1g be the order function. Recall that ord"(a) isthe exponent of the term of the least degree in the expansion of a in fractionalpower series in " with coe�cients in C1.By Lemma 3 (or directly considering the Newton broken line of the polyno-mial G(y)) we get that ur(L; y) is minimal for the linear form L if and only iford"(a�0(y)(l0; : : : ; ln)) is maximal for this linear form L.We have G(y) = "�1(L;y)a�0(y)(l0; : : : ; ln)Qj2J 00[J 000 (L�(L=X0)(�(j))) where�(j) = (�(j)0 : : : : : �(j)n ) is the family of all roots (counting them with multiplici-ties) of types (ii) or (iii) of system (2) in Pn(C2). Let bj , 0 � j � �0(y), be thecoe�cient of the polynomialQj2J 00[J 000 (L� (L=X0)(�(j))) in the monomial Lj .Then by the de�nition of �1(L; y) we haveord"(a�0(y)(l0; : : : ; ln)) = � min0�j��0(y) ord"(bj):Further,min0�j��0(y) ord"(bj) = min0�c��0(y); c2Zord" Yj2J 00[J 000(c� (L=X0)(�(j))) =min0�c��0(y); c2ZXj2J 00[J 000 ord"(c� (L=X0)(�(j))):There is an integer 0 � c0 � �0(y) such that for every linear form L for everyj 2 J 000 0 = ord"(c0 � (L=X0)(�(j))) = min0�i�nord"(�(j)i =�(j)0 ):Further, if j 2 J 00 then ord"(c0 � (L=X0)(�(j))) � min0�i�n ord"(�(j)i =�(j)0 ) andthe equality takes place here if and only iford"(L=X0)(�(j)) = min0�i�nord"(�(j)i =�(j)0 ); (4)i.e. when the coe�cients of L does not belong to some hyperplane in (n + 1){dimensional space. Hence, if (4) holds for all j 2 J 00 then ord"(a�0(y)(l0; : : : ; ln))is maximal. The Newton broken line (ui; vi), 1 � i � r of the polynomial G(y)is completely de�ned by the orders of its roots (L=X0)(�(j)), j 2 J 00 and theorder of its leading coe�cient a�0(y)(l0; : : : ; ln). Thus, if the equalities (4) holdfor all j 2 J 00 then w(L; y) is the least possible. Now note that (4) holds forevery j 2 J 00 if and only if the coe�cients of L do not belong to the union of at12



most #J 00 hyperplanes in (n+ 1){dimensional space. Hence the required linearform L1 can be chosen from LN1 . The lemma is proved.De�ne r(y) = r(L1; y), ui(y) = w(L1; y), vi(y) = w(L1; y) for 1 � i � r(y)+1and w(y) = w(L1; y) where L1 is a linear form from the formulation of Lemma 4.So �1(y) = u0(y) � ur(y)(y) by our de�nitions.De�ne �(y) = (�0(y); w(y)) 2Z�Q�0(y)+1.Consider (2) as a system in "(0); "(1) and X0; : : : ; Xn with coe�cients in the�eld K1. Then it has solutions in the product of projective spaces (P1�Pn)(C1)with the coordinates (("(0) : "(1)); (X0 : : : : : Xn)). Denote byW the union of allirreducible componentsW of the variety of solutions of (2) in (P1�Pn)(C1) suchthat W is not contained in a hyperplane Z(c0"(0) + c1"(1)) for any c0; c1 2 C1.On the other hand, consider system (2) over the �eld C2 and recall thatW 0 is thevariety of solutions of system (2) in Pn(C2). Then, see [5] or [3], Corollary 4.1,every irreducible components W of W corresponds bijectively by localizationto the irreducible component W 0 de�ned over the �eld C1(") of the varietyW 0. Thus, every irreducible components W of W corresponds to the subsetof solutions of (2) contained in W 0. Note that if W 0 is �xed then one of thefollowing conditions hold� for every � 2W 0 the solution � is of type (i),� for every � 2W 0 the solution � is of type (ii) or (iii).Besides that, all considered components W are curve, i.e. dimW = 1.Denote by V = V(y) the union of all irreducible components W ofW whichcorresponds to the solution of (2) of type (ii) or (iii). Then the intersectionV \ Z(X0) is not in�nite by Corollary 3 and since dimV = 1 is a curve.Consider a linear form L 2Z[X0; : : : ; Xn] such that(a) L is not vanishing in any point of W0 of type (i),(b) L is not vanishing in any point of V \Z(X0).One can verify whether a linear form L satis�es to (a) and (b) within the timepolynomial in dn and the size of input including L. Besides that for every y,such a linear form L can be chosen from a set LN2 with N2 bounded from aboveby a polynomial in dn.LEMMA 5 Let L be a linear form satisfying condition (a), hence, w(L; y) isde�ned. Then w(L; y) = w(y) if and only if L satis�es condition (b).13



PROOF We shall use one fact from the proof of Lemma4. Let �(j)0 ; : : : ; �(j)n 2K2 be such that�(j) = (�(j)0 : : : : : �(j)n ) = (�(j)0 : : : : : �(j)n ) 2 Pn(K2);ord"(�(j)i ) � 0 for every 0 � i � n and there exists 1 � i0 � n such thatord"(�(j)i ) = 0 for every j 2 J 00. Now let a linear form L =P0�i�n liXi satis�esconditions (a) and (b). We haveV \ Z(X0) = fst"(�(j)) : j 2 J 00gwhere st" : Pn(C2) ! Pn(C1) is the mapping of the standard part, see [3],[4]. Hence, 0 62 L(V \ Z(X0)) if and only if for every j 2 J 00 the equalityord"(P0�i�n li�(j)i ) = 0 holds, i.e. if and only iford"( X0�i�n li�(j)i ) = min0�i�nord"(�(j)i )for every j 2 J 00. This is equivalent to the condition that for every j 2 J 00 theequality ord"((L=X0)(�(j))) = min0�i�nord"((Xi=X0)(�(j)))holds. It was ascertained in the proof of Lemma 4 that this is equivalent to theequality w(L; y) = w(y). The lemma is proved.LEMMA 6 Let L be a linear form satisfying conditions (a) and (b). Denoteby �1 = K1[V n Z(X0)] the ring of regular functions of the algebraic varietyV n Z(X0) and by �2 = K1["; (L=X0)jVnZ(X0)] the subalgebra of �1 generatedby the regular functions " and L=X0. Then �2 � �1 is a �nite extension ofalgebras. Besides that, the isomorphism�2 �! K1[Z1; Z2]=(H(y)(Z1; Z2))holds where Z1; Z2 are new variables, H(y) 2 K1["; L] is the polynomial in-troduced previously and " 7! Z1 modH(y)(Z1; Z2), L 7! Z2 modH(y)(Z1 ; Z2)under this isomorphism.PROOF There is an integer � such that "(0) + �"(1) is not vanishing in anypoint of V \ Z(X0). Consider the rational morphism � : P1�Pn! P2 de�nedby the formula(("(0) : "(1)); (X0 : : : : : Xn)) 7! (("(0) + �"(1))L : "(1)X0 : "(0)X0):By the choice of L and � the morphism � is de�ned everywhere on V. Theinverse image (�jV)�1(z) is �nite for every point z 2 �(V). Thus, �(V) is closedin the Zariski topology and the morphism�jV : V ! �(V)14



is �nite. So the coordinates functions (Xi=X0)jVnZ(X0) of the algebraic varietyVnZ(X0) (they are regular functions on this variety) are integral over the algebraK1["; ((1 + �")L=X0)jVnZ(X0)] for all i. Hence, these coordinates functions arealso integral over the algebra K1["; (L=X0)jVnZ(X0)]. The last statement of thelemma follows directly from the de�nitions of the algebraic variety V and thepolynomialH(y). The lemma is proved.COROLLARY 5 Let L be a linear form satisfying conditions (a) and (b).Then �2(L; y) = �2(y).PROOF The number of solutions � of (2) of types (ii) or (iii) for which(L=X0)(�) is not in�nitely large relative to the �eld C1 is equal to �2(L; y).Further, by the proved assertion about integral dependence of coordinates func-tions if (L=X0)(�) is not in�nitely large (respectively is in�nitely large ) relativeto �eld C1 then (Xi=X0)(�) is not in�nitely large for all 1 � i � n (respectivelyis in�nitely large for at least one 1 � i � n). Thus, we have �2(y) = �2(L; y).The corollary is proved.LEMMA 7 Let L be a linear form satisfying conditions (a) and (b). Then �is a root of type (iii) (respectively (ii)) of system (2) if and only if j(L=X0)(�)jis not in�nitely large (respectively is in�nitely large) relative to the �eld C1. Be-sides that, the family of roots counting with multiplicities of the polynomial G(y)coincides with the family of values f(L=X0)(�(j))gj2J 00[J 000 where f�(j)gj2J 00[J 000is a family of all roots of types (ii) or (iii) of system (2).PROOF The �rst assertion follow directly from de�nitions. The second onewas already ascertained in the proof of Lemma 4. The lemma is proved.Let Y2; : : : ; Yn be new variables. Denote Y = (Y2; : : : ; Yn). Thus, we have�0(Y ) � �0(y), w(L; Y ) � w(L; y) for every y.The U{resultantD(Y ) 2 R[Y2; : : : ; Yn; "(0); "(1); U0; : : : ; Un]is a polynomial in Y2; : : : ; Yn. Note that the degree of D(Y ) in Y2; : : : ; Yn isbounded from above by a polynomial in dn.LEMMA 8 For an arbitrary y there is a polynomial �2(y) 2 R[Y2; : : : ; Yn] withthe degree bounded from above by a polynomial in dn such that �2(y)(y2 ; : : : ; yn) 6=0 and if y0 = (y02; : : : ; y0n) 2 A (n�1)(K3), �2(y)(y02; : : : ; y0n) 6= 0 (where K3 is anarbitrary extension of C2) then �0(y0) � �0(y) and if �0(y0) = �0(y) thenw(y0) � w(y). 15



PROOF Let L be a linear form satisfying the condition (a) for y and suchthat w(L; y) = w(y). By Corollary 3 the linear form L satis�es the condition(a) for y0 if y0 belongs to an open in the Zariski topology neighborhood of thepoint y which is a set of all non{zeros of a polynomial from R[Y2; : : : ; Yn] withthe degree bounded from above by a polynomial in dn. We have �0(y0) � �0(y)if y0 belongs to a neighborhood U0(y) in the Zariski topology of y. Hence then�0(y0) � �0(y). Further, there is a neighborhood U1(y) in the Zariski topologyof y such that if y0 2 U1(y) and �0(y0) = �0(y) then w(L; y0) � w(L; y) andhence, w(y0) � w(y). The considered neighborhoods Ui(y), i = 0; 1, as it followsfrom our de�nitions can be chosen as sets of all non{zeros of some polynomialsfrom R[Y2; : : : ; Yn] with the degree bounded from above by a polynomial in dn.Now the required assertions follows from Lemma 7. The lemma is proved.COROLLARY 6 For an arbitrary y and a linear form L satisfying (a), (b) fory there is a polynomial �3(y) 2 R[Y2; : : : ; Yn] with the degree bounded from aboveby a polynomial in dn such that �3(y)(y2; : : : ; yn) 6= 0 and if y0 = (y02; : : : ; y0n) 2A (n�1)(K3), �3(y)(y02; : : : ; y0n) 6= 0 (where K3 is an arbitrary extension of C2)then the linear form L satis�es (a) for y0 one of the conditions is ful�lled� �0(y0) > �0(y),� �0(y0) = �0(y) and w(L; y0) � w(L; y).PROOF This statement was ascertained in the proof of lemma.LEMMA 9 There are non{empty open in the Zariski topology subsets U0, U1in A (n�1)(C1) and non{negative such that U1 � U0� y 2 U0 if and only if �0(y) = �0(Y ),� y 2 U1 if and only if �0(y) = �0(Y ) and w(y) = w(Y ).Besides that, �0(Y ) = (2d+ 2)(2d+ 1)n�1.PROOF We have �0(Y ) = (2d+2)(2d+1)n�1 by our de�nitions and Corol-lary 3. Set Yi � yi, 2 � i � n, to be algebraically independent in�nitesimalsrelative to the �eld K1. Then all the required assertions follows from Lemma 8.The lemma is proved.COROLLARY 7 For any y if �0(y) = �0(Y ) then �0(y) = 0.16



PROOF This follows from Corollary 3 and the de�nition of �0(Y ).Let " > 0 be an in�nitesimal relative to the �eld R1, the element "1 be anin�nitesimal relative to the �eld R1(") and "2 be an in�nitesimal relative tothe �eld R1("; "1). The algebraic closure R1("; "1; "2) is supplied with the realstructure. So we can consider systems of polynomial equations and inequalitieswith squares of absolute values, see [3], [4]. Namely, consider the system ofpolynomial equations in X0; X1; : : : ; Xn, Y2; : : : ; Yn8>>>>>><>>>>>>: h = 0;@h@Xi � Yi @h@X1 = 0; 2 � i � n;P2�i�n jYi � yij2 = "2;P0�i�n jXij2 > "�11 ;X0 = 1: (5)LEMMA 10 (i) If �0(Y ) > �0(y) then system (5) has a solution in thea�ne space A 2n(R1("; "1; "2)).(ii) Let (1; �1; : : : ; �n; y02; : : : ; y0n) 2 A 2n (R1("; "1; "2)) be an arbitrary solutionof (5). Then �0(y0) > �0(y).PROOF Choose the elements y0i 2 R1("2), 2 � i � n, such that� P2�i�n(y0i � yi)2 = "2,� (y02; : : : ; y0n) 2 U0,and set y0 = (y02; : : : ; y0n). Let L be a linear form satisfying (a) and (b) simulta-neously for y, y0 and the variables Y .Let �0(Y ) > �0(y). Then the degree degLG(y0) > degLG(y) . The coef-�cients of both polynomials D(y0) and D(y) are obtained from coe�cients ofD(Y ) by substituting the values Yi = yi and Yi = y0i respectively. The coe�cientof G(Y ) in Li can be represented as a polynomial i(Z2; : : : ; Zn) in Zj = Yj�yj ,2 � j � n. So by our de�nitions if i > degLG(y) then the free term of the poly-nomial  i is equal to zero. Hence there is a root L = �0 2 R1("; "2) of thepolynomial G(y0) such that j�0j is in�nitely large relative to the �eld R1("; "1).By Lemma 6, there are �1; : : : ; �n 2 R1("; "2) such that L(1; �1; : : : ; �n) = �0and (1; �1; : : : ; �n; y02; : : : ; y0n) is the required solution of (5). The assertion (i) isproved.Suppose that there is a solution(1; �1; : : : ; �n; y02; : : : ; y0n) 2 A 2n(R1("; "1; "2))17



of (5). We shall assume without loss of generality that the linear form L aspreviously satis�es (a), (b) simultaneously for Y , y and y0. Since y0i � yi arein�nitesimalswe have by Lemma8 �0(y0) � �0(y). Suppose that �0(y0) = �0(y).Then there is a polynomial 	 2 R1(")[L;Z2; : : : ; Zn] of the degree deg	L ��0(y) such that 	(L; 0; : : : ; 0) = 0 andG(y0) = "�1(L;y)��1(L;y0)G(y) + 	(L; y02 � y2; : : : ; y0n � yn): (6)All the roots of the polynomial G(y) 2 R2[L] (considered as a polynomial inL) are not in�nitely large relative to the �eld R1("). Hence (6) implies thatall the roots of the polynomial G(y0) are also not in�nitely large relative to the�eld R1("). Now by Lemma 6, we get that P0�i�n j�0ij2 is not in�nitely largerelative to �eld R1("). It is a contradiction. The assertion (ii) and the lemmaare proved.Let "0 > 0 be an in�nitesimal relative to the �eld R1, the element "1 be anin�nitesimal relative to the �eld R1("0), the element "2 > 0 be an in�nitesimalrelative to the �eld R1("0; "1) and "3 > 0 be an in�nitesimal relative to the �eldR1("0; "1; "2). The algebraic closure R1("0; "1; "2; "3) is supplied with the realstructure.Let L be a linear form satisfying conditions (a) and (b) for y. Let r =r(L; y), 0 � j � r � 1, uj = uj(L; y), uj+1 = uj+1(L; y), vj = vj(L; y), vj+1 =vj+1(L; y). Consider the system of polynomial equations and inequalities in";X0; X1; : : : ; Xn, Y2; : : : ; Yn8>>>>>>>><>>>>>>>>: h = 0;@h@Xi � Yi @h@X1 = 0; 2 � i � n;P2�i�n jYi � yij2 = "1;L"3 = 1;"2"2(vj�vj+1)=(uj�uj+1)3 < j"j2 < "0"2(vj�vj+1)=(uj�uj+1)3 ;X0 = 1: (7)LEMMA 11 Let �0(y) = �0(Y ).(i) Let 0 � j � r � 1, j 2 Z. Let r(L; Y ) � j + 1 and ui = ui(L; Y ),vi = vi(L; Y ) for all 0 � i � j,vj � vj+1uj � uj+1 = vj(L; Y )� vj+1(L; Y )uj(L; Y )� uj+1(L; Y ) ;uj+1 6= uj+1(L; Y ). Then system (7) has a solution inA 2n+1(R1("1; "3)). 18



(ii) Let ("0; 1; �1; : : : ; �n; y02; : : : ; y0n) 2 A 2n+1(R1("0; "1; "2; "3)) (8)be an arbitrary solution of (7). Then �0(y0) = �0(Y ) and w(L; y0) <w(L; y).PROOF We shall use the facts ascertained in the proof of Lemma 6. Toprove (i) choose the elements y0i 2 R1("1), 2 � i � n, such that� P2�i�n(y0i � yi)2 = "1,� w(y02; : : : ; y0n) = w(Y ),and set y0 = (y02; : : : ; y0n). Let G(y) =Pi1;i2�0 gi1;i2"i1Li2 where all gi1;i2 2 R1.Set Aj = f(i1; i2) 2Z2 : (vj+1 � vj)i1 � (uj+1 � uj)i2 = vj+1uj � uj+1vjgG�(y) = X(i1;i2)2Aj gi1;i2"i1 :So the set Aj is the set of all integer points which are contained in the edgewith the vertices (uj+1; vj+1), (uj; vj) of Newton broken line of the polynomialG(y). Similarly the polynomial G�(y0) is de�ned. By the conditions of thelemma and since w(y0) = w(Y ) there is a root "00 2 R1("1) of G�(y0) consideredas polynomial in " such that "00 is in�nitesimal relative to the �eld R1. Hence,2"2 < j"00j2 < "0=2.Considering the Newton polygon of the polynomial G(y0) relative to " andL we get that there is a root of this polynomial in the �eld of fractional powerseries in "3 with coe�cients in R1("1) such thatL = "�13 ; " = "0 = "00"(vj�vj+1)=(uj�uj+1)3 + X1�i2Z;i=�>(vj�vj+1)=(uj�uj+1) "0i"i=�3(9)where 0 < � 2 Zand "0i 2 R1("1) for all i. Hence, "2"2(vj�vj+1)=(uj�uj+1)3 <j"j2 < "0"2(vj�vj+1)=(uj�uj+1)3 .The polynomial G(y0) considered as a polynomial in the variables L and "with coe�cients in R1("1) is vanishing on the a�ne algebraic variety V(y0) nZ(X0). More than that, by Lemma 6 there is a root (8) of system (7) such thatthe element "0 from (8) and (9) is the same. The assertion (i) is proved.Conversely under conditions of (ii) �0(y0) = �0(y) and w(L; y0) � w(L; y)since y0 belongs to the in�nitesimal neighborhood of y. Further, by the similararguments as in the proof of (i) we deduce that deg"G�(y0) > deg"G�(y). Hencew(L; y0) < w(L; y). The lemma is proved.19



Let L be a linear form satisfying conditions (a) and (b) for y. Let r = r(L; y),0 � j � r, ui = ui(L; y), vi = vi(L; y) for all 0 � i � r + 1. Set u�1 = u0 + 1,v�1 = v0 � 1. Consider the system of polynomial equations and inequalities in";X0; X1; : : : ; Xn, Y2; : : : ; Yn8>>>>>>>>>>><>>>>>>>>>>>: h = 0;@h@Xi � Yi @h@X1 = 0; 2 � i � n;P2�i�n jYi � yij2 = "1;L"3 = 1;"2j"j2 > "2(vj�vj+1)=(uj�uj+1)3 if j � r � 1;j"j2 < "2"2(vj�1�vj)=(uj�1�uj)3 ;X0 = 1: (10)LEMMA 12 Let �0(y) = �0(Y ).(i) Let 0 � j � r, j 2Z. Let r(L; Y ) � j+1 and ui = ui(L; Y ), vi = vi(L; Y )for all 0 � i � j. Let v0 6= v1 if j = 0. Letvj � vj+1uj � uj+1 > vj(L; Y )� vj+1(L; Y )uj(L; Y )� uj+1(L; Y )if j � r � 1. Then system (10) has a solution in A 2n+1(R1("1; "3)).(ii) Let ("0; 1; �1; : : : ; �n; y02; : : : ; y0n) 2 A 2n+1(R1("0; "1; "2; "3)) (11)be an arbitrary solution of (10). Then �0(y0) = �0(Y ) and w(L; y0) <w(L; y).PROOF To prove (i) de�ne y0 as in the proof of Lemma 11. Since ui =ui(L; Y ), vi = vi(L; Y ) for all 0 � i � j the inequalityvj(L; Y )� vj+1(L; Y )uj(L; Y )� uj+1(L; Y ) > vj�1 � vjuj�1 � ujholds. Considering the Newton polygon of the polynomial G(y0) relative to "and L we get that there is a root of this polynomial in the �eld of fractionalpower series in "3 with coe�cients in R1("1) such thatL = "�13 ; " = "0 = Xi0�i2Z"0i"i=�3 (12)where 0 < � 2Z, i0=� < (vj � vj+1)=(uj � uj+1)if j � r � 1, i0=� > (vj�1 � vj)=(uj�1 � uj);20



"0i 2 R1("1) for all i and 0 6= "0i0 is an in�nitesimal relative to the �eld R1. Hence,"2j"j2 > "2(vj�vj+1)=(uj�uj+1)3 if j � r � 1 and j"j2 < "2"2(vj�1�vj)=(uj�1�uj)3 .The remaining part of the proof of the lemma is similar to one of Lemma 11.The lemma is proved.Set N3 = 2(2d+ 2)(2d+ 1)n�1n+1. Then by Lemma 4 and Lemma 5 thereis a linear form L 2 LN3 satisfying simultaneously the conditions (a) and (b)for y and Y .Now we shall describe an algorithm for constructing integers z2; : : : ; zn withlengths O(n logd) such that �0(Y ) = �0(z2; : : : ; zn) and w(Y ) = w(z2; : : : ; zn).Choose integers y2; : : : ; yn with lengths O(n logd), say, yi = 0, 2 � i � n. Sonow R1 = R. Construct a solution of system (5) or ascertain that it has no solu-tions, see [3], [4] (here one use should condition (A) from the Introduction). Inthe case when system (5) has no solutions we have �0(Y ) = �0(y) by Lemma 10.Let system (5) has a solution (1; �1; : : : ; �n; y02; : : : ; y0n) 2 A 2n(R("; "1; "2)).Then �0(y02; : : : ; y0n) > �0(y) by Lemma 10. Let us show that we can con-struct subsequently y002 ; : : : ; y00n 2 Z such that �0(y002 ; : : : ; y00i ; y0i+1; : : : ; y0n) ��0(y02; : : : ; y0n) for every 2 � i � n, c.f. the auxiliary algorithms from [3], [4].Enumerating integer values y002 = 0; : : : ; N where N is bounded from above by apolynomial in dn and constructing each time �0(y002 ; y03; : : : ; y0n) we shall �nd therequired y002 . The last fact follows from Lemma 8. In the similar way constructy003 ; : : : ; y00n. Now replace y2; : : : ; yn by y002 ; : : : ; y00n and return to the beginning ofthe algorithm under description.Note that �0(Y ) is bounded from above by a polynomial in dn. Hencethere might be at most polynomial in dn such returns to the beginning of thealgorithm. So �nally we shall come to the case when system (5) has no solutionsand �0(Y ) = �0(y).Now let �0(Y ) = �0(y). Enumerate all the linear forms L 2 LN3 . Constructthe subset L0 of L consisting of all linear forms L satisfying conditions (a)and (b). So w(L; y) = w(y) for every L 2 L0 and there is L 2 L0 such thatw(L; Y ) = w(Y ) by the choice of N3. Enumerate all the linear forms L 2 L0.For the considered linear form L construct the polynomialG(y) and w(L; y).Set r = r(L; y) and ui = ui(L; y), vi = vi(L; y) for all 0 � i � r + 1. Setu�1 = u0+1, v�1 = v0�1. Suppose 0 � j � r, j 2Z(the base of the recursionj = 0) and we have already ascertained that ui = ui(L; Y ), vi = vi(L; Y ) for all0 � i � j. So if j � r � 1 thenvj � vj+1uj � uj+1 � vj(L; Y )� vj+1(L; Y )uj(L; Y )� uj+1(L; Y )21



for every L 2 L0.Let v0 6= v1 if j = 0. Then for each L 2 L0 construct a solution of system (10)or ascertain that it has no solutions, see [3], [4] (here one use should condition(A) from the Introduction).Let system (10) has a solution("0; 1; �1; : : : ; �n; y02; : : : ; y0n) 2 A 2n+1 (R("1; "2; "3))for some L 2 L0. Then �0(y0) = �0(Y ) and w(L; y0) < w(L; y) = w(y) byLemma 12 (ii).If j = r and system (10) has no solutions for all L 2 L0 then w(y) = w(Y )by Lemma 12 (i) and by the choice of N3. Set in this case zi = yi for 2 � i � n.Let j = 0 and v0 = v1 or 0 � j � r� 1 and system (10) has no solutions forall L 2 L0. Then vj � vj+1uj � uj+1 = vj(Y )� vj+1(Y )uj(Y )� uj+1(Y ) (13)by Lemma 12 (i) and by the choice of N3. In this case again enumerate L 2 L0.For every L 2 L0 construct a solution of system (7) or ascertain that it has nosolutions, see [3], [4] (here one use should condition (A) from the Introduction).Let system (7) has a solution("0; 1; �1; : : : ; �n; y02; : : : ; y0n) 2 A 2n+1(R("0; "1; "2; "3))for some L 2 L0. Then �0(y0) = �0(Y ) and w(L; y0) < w(L; y) = w(y) byLemma 11 (ii).When system (7) has no solutions for all L 2 L0 and j � r � 1 we haveuj+1 = uj+1(Y ) and vj+1 = vj+1(Y ) by Lemma 11 (i) and by the choice of N3.In this case we replace j by j + 1 and return to the beginning of the algorithmunder description. Now j is greater than it was previously.Thus, it remains to consider the cases when system (10) or system (7) has asolution ("0; 1; �1; : : : ; �n; y02; : : : ; y0n) 2 A 2n+1(R("0; "1; "2; "3))(for system (10) this solution does not depend in "0). Hence �0(y0) = �0(Y )and w(L; y0) < w(L; y) = w(y), see above. Let us show that we can constructsubsequently y002 ; : : : ; y00n 2Zsuch that �0(y002 ; : : : ; y00i ; y0i+1; : : : ; y0n) = �0(Y ) andw(y002 ; : : : ; y00i ; y0i+1; : : : ; y0n) � w(y02; : : : ; y0n)for all 2 � i � n, cf. the auxiliary algorithms from [3], [4]. Enumeratinginteger values y002 = 0; : : : ; N where N is bounded from above by a polynomial22



in dn and computing each time �0(y002 ; y03; : : : ; y0n) and w(y002 ; y03; : : : ; y0n) we shall�nd the required y002 . The last fact follows from Lemma 8. In the similar wayconstruct y003 ; : : : ; y00n. Now replace y2; : : : ; yn by y002 ; : : : ; y00n and return to thebeginning of the algorithm under description. This completes the description ofthe algorithm for constructing z2; : : : ; zn.Note that in the recursion of the described algorithm the quotient (vj �vj+1)=(uj � uj+1) can take at most polynomial in dn values and when (13)holds the integer uj+1 also can take at most polynomial in dn values. Hence, inthe described algorithm there might be at most polynomial in dn returns to thebeginning when the value of j is the same. Since there are at most polynomialin dn di�erent values j the total number of such returns is bounded from aboveby a polynomial in dn.Note that the degrees of all equations and inequalities from systems (5), (10),(7) relative to all their variables are O(d). The constant �elds in systems (7),(respectively (10)) are extensions of R("0; "1; "2; "3) (respectively R("1; "2; "3))of the degree polynomial in dn. According to [14], [7], see also [3], [4], theworking time of the algorithm for deciding whether systems (5), (10), (7) havesolutions and constructing these solutions is polynomial dn, d1, d2, M , M1, m.Thus, the working time of the algorithm described in this section is polynomialin dn, d1, d2, M , M1, m.2 Existence theoremWe shall suppose that R = R in this section. Let V = Z(f1; : : : ; fm) be analgebraic variety from the Introduction and V (R) the corresponding real alge-braic variety. We shall suppose in this section as in the previous one V (R) tobe non{empty and bounded.We need the following lemmasLEMMA 13 Let a compact set C0 � Cm1+1, m1 � 0, be given. Let for anarbitrary point (b0; : : : ; bm1) 2 C0 the coordinate b0 6= 0. LetC = f X0�i�m1 biZm1�i : (b0; : : : ; bm1) 2 C0gbe the set of polynomials  = P0�i�m1 biZm1�i 2 C [Z] of degree deg = m1with coe�cients from C0. Let m2 be an integer such that m2 � m1 and 0 < � 2R. Let e 2 C [Z] be a polynomial of degree deg e � m2 such that the absolutevalues of all coe�cients of the polynomial e �  are less than �. Denote by23



zi 2 C , 1 � i � m1, (respectively ezi 2 C , 1 � i � deg e ) the families of rootstaking into account their multiplicities of polynomials  (respectively e ). Thenfor every �0 > 0 there is � > 0 such that for every  2 C for every e as describedthere is a permutation � of the set 1; : : : ; deg e such that� jez�(i) � zij < �0 for 1 � i � m1,� jez�(i)j > ��10 for m1 + 1 � i � deg e .PROOF Since C0 is compact it is su�cient to prove this lemma for a smallneighborhood W of an arbitrary polynomial  0 instead of the compact C0.Consider a �nite family of non{intersecting circumferences c�, � 2 A, with theradiuses less than �0 and such that inside each circumference c� there is onlyone but may be multiple with the multiplicity m� root of the polynomial  0.Consider also a circumference c containing inside all the roots of the polynomial 0 with the radius more than ��10 . Let  be a polynomial from a su�cientlysmall neighborhoodW of  0 Let c0 be c� for some � or c. Then we can choose �and W so small that  and e do not have any zero on c0 and the absolute valueof every integral Rc0 ( 0(z)= (z)� e 0(z)= e (z))dz is less than 1=2. The lemma isproved.Now let the integer y2; : : : ; yn have lengths O(n log d). Recall that in Sec-tion 1 �0(y), �1(y), �2(y), w(y) and �(y) were de�ned. Let �(y2; : : : ; yn) =�(Y ) where Y = (Y2; : : : ; Yn), see Section 1. Recall that the polynomial h 2R["(0); "(1); X0; : : : ; Xn], the polynomial G(y) 2 R["; L]. Let v2; : : : ; vn 2 R and0 6= � 2 R. Denote for brevity v = (v2; : : : ; vn) and jvj2 = P2�i�n jvij2.Also denote �i = �i(Y ), i = 1; 2; 3, � = �(Y ) and w = w(Y ). De�neF (y) = G(y)="�1(L;y) 2 R["; L].Consider the following system of polynomial equations in X0; : : : ; Xn.( h(1; �;X0; : : : ; Xn) = 0;@h@Xi (1; �;X0; : : : ; Xn)� yi @h@X1 (1; �;X0; : : : ; Xn) = 0; 2 � i � n: (14)LEMMA 14 Let �(y) = �. There is � > 0 such that for every v2; : : : ; vn 2 Rfor every 0 6= � 2 R if jvj2 � � and j�j � � then �(y + v) = �(y) and system(14) has a �nite number of solutions in Pn(C ).PROOF Let v be a vector with su�ciently small jvj2. Then by Lemma 8we have �(y + v) = �(y). Choose a linear form L with integer coe�cientssatisfying (a) and (b) for y, see Section 1. Then �0(y) = 0 by Corollary 7 and�1(L; y + v) � �1(L; y) by Corollary 6. So �1(L; y + v) = �1(L; y) = �1 and�1(L; y + v) = �1(L; y). Hence,D(y + v)(1; �; L � l0;�l1; : : : ;�ln) = ��1(L;y)F (y + v)(�; L):24



The similar equality holds if one replace y+v by y. By Corollary 6 �2(L; y+v) ��2(L; y). So �2(L; y + v) = �2(L; y) = �2. Since D(Y ) is a polynomial inY2; : : : ; Yn and by the de�nition of �2(L; y) the coe�cient in L�2(L;y) in thepolynomial F (y+ v)(�; L) is non{zero for all � 6= 0 and v with su�ciently smallj�j and jvj2. Hence under these conditions D(y + v) is non{zero and therefore,system (14) has a �nite number of solutions. The lemma is proved.Let v2; : : : ; vn 2 Rbe such that if jvj2 � �. Replace in system (2) y by y+v.Denote by�(j)("; v) = (1 : �(j)1 ("; v) : : : : : �(j)n ("; v)) 2 Pn(C (")); 1 � j � �2;the family of all roots of type (iii) of the considered system. Set�(j)(v) = (1 : st"(�(j)1 ("; v)) : : : : : st"(�(j)n ("; v))) 2 Pn(C ); 1 � j � �2(y + v);where st" is the standard part de�ned for the elements of the �eld C (") whichare not in�nitely large relative to the �eld C .Let v and � are such that system (14) has a �nite number of solutions inPn(C ). Denote by �(j)(�; v) 2 Pn(C ), 1 � j � �0 (recall that �0 = (2d+2)(2d+1)n�1) the family of roots of (14) counting with multiplicities. Denote�(j)(�; v) = (�(j)0 (�; v) : �(j)1 (�; v) : : : : : �(j)n (�; v))where �(j)i (�; v) 2 C and we shall suppose without loss of generality that if�(j)0 (�; v) 6= 0 then �(j)0 (�; v) = 1 for all j.REMARK 4 Let some �(j)("; v) (respectively �(j)(v), �(j)(�; v)) does not be-long to the hyperplane Z(X0) in Pn. Then we shall use the same notation forthis element considered as a point from A n . This will not lead to the ambiguityLEMMA 15 Let �(y) = �. Let � > 0 be from the statement of Lemma 14.There is 0 < �1 < � such that for every �1 > 0 there is 0 < �2 � � such that forevery v2; : : : ; vn 2 R satisfying the inequality jvj2 � �1 if j�j < �2 then there isa permutation � of the set 1; : : : ; �0 such that� for every 1 � j � �2 the equalities �(�(j))0 (�; v) = 1 andP0�i�n j�(�(j))i (�; v) � �(j)i (v)j2 < �1 hold,� for every �2 + 1 � j � �0 if �(�(j))0 (�; v) = 1 thenP0�i�n j�(�(j))i (�; v)j2 > ��11 . 25



PROOF There is a family of di�erent linear forms Lu, 1 � u � (n+1)�0+1such that Lu = X0�i�n ciuXi; cu 2Zand for every u the form Lu satis�es conditions (a) and (b) for y. Denote thepolynomials F (y) and F (y + v) corresponding to the linear form Lu by Fu(y)and Fu(y+v) respectively. Denote by J(�; v) � f1; : : : ; �0g the subset of indicessuch that �(j)0 (�; v) 6= 0 if and only if j 2 J(�; v). We shall suppose without lossof generality that J(�; v) = f1; : : : ; degLu Fu(y+v)g. Since D(Y ) is a polynomialin Y2; : : : ; Yn we can representFu(y + v) = "	3("; Lu; v2; : : : ; vn) + 	4(Lu; v2; : : : ; vn)where the polynomials 	3 2 R["; Z; Z2; : : : ; Zn], 	4 2 R[Z;Z2; : : : ; Zn]. By thechoice of y and Lu we have degZ 	4(Z; 0; : : : ; 0) = �2. Besides that,degZ 	4(Z; v2; : : : ; vn) = Fu(y + v)(0; Z) � �2(L; y + v) � �2(L; y) = �2by Corollary 6 for all v with su�ciently small jvj2. Hence, the degree of thepolynomial degZ 	4(Z; v2; : : : ; vn) = �2 by the de�nition of �2.By our de�nitions the family of roots the polynomial Fu(y + v) coincideswith (Lu=X0)(�(j)(�; v)), j 2 J(�; v). The family of roots of the polynomial	4(Z; v2; : : : ; vn) coincides with (Lu=X0)(�(j)(v)), 1 � j � �2.Now Lemma13 implies that there is �1 > 0 such that for every �3 > 0 there is�2 > 0 such that for every u for every vi 2 Rwith jvj2 � �1 if j�j < �2 then thereis a permutation � = �u (it depends on u) of the set 0; : : : ; degZ Fu(y + v)(�; Z)such that� j(Lu=X0)(�(�(j))(�; v)) � (Lu=X0)(�(j)(v))j < �3 for 1 � j � �2,� j(Lu=X0)(�(�(j))(�; v))j > ��13 for �2 + 1 � j � degZ Fu(y + v)(�; Z).For every u consider the projectionspu : A n (C ) ! A 1(C ); (X1; : : : ; Xn) 7! Lu(1; X1; : : : ; Xn):Set for every �1 > 0, �3 > 0, u and 1 � j � �2Wu;j(�3) = fz 2 C : jz � (Lu=X0)(�(j)(v))j < �3g;Wj(�1) = f(z1; : : : ; zn) 2 A n(C ) : X1�i�n jzi � �(j)i (v))j2 < �1gChoose �3 so small that for all v with su�ciently small jvj2 for all 1 � j � �2for all 1 � u0 < : : : < un � (n+ 1)�0 + 1 the intersection\0�i�np�1(Wui ;j(�3)) � Wj(�1) (15)26



(it is possible since the linear forms Lu0 ; : : : ; Lun are linearly independent). Notethat factually �3 does not depend on v since it is su�cient to satisfy (15) for onlypoint. Besides that, we shall require, may be choosing smaller �3, that for everyu the inequality j(Lu=X0)(1; z1; : : : ; zn)j > ��13 impliesP0�i�n jzij2 > ��11 .Now let 1 � j � �2. Set J(j) to be the set of indices 1 � j1 � �2 such that�(j1)(v) = �(j)(v). Let � = #J(j) be the number of elements of J(j). Let usshow that there is a subset S � f1; : : : ; �0g with #S = � elements such thatP0�i�n j�(s)i (�; v)��(j)i (v)j2 < �1 for all s 2 S. Suppose contrary, then for everyu there is an index 0 � ju � �0 such thatj(Lu=X0)(�(ju)(�; v)) � (Lu=X0)(�(j)(v))j < �3but P0�i�n j�(ju)i (�; v) � �(j)i (v)j2 � �1. Hence, there is 0 � j0 � �0 for whichthere are 1 � u0 < : : : < un � (n + 1)�0 + 1 such that jur = j0 for 0 � r � n.But then (15) implies that P0�i�n j�(ju)i (�; v) � �(j)i (v)j2 < �1. The obtainedcontradiction proves our assertion.Finally, let j 62 S(j1) for every 1 � j1 � �2 and �(j)0 (�; v) = 1. ThenP0�i�n j�(j)i (�; v)j2 > ��11 by the choice of �3. The lemma is proved.Now note that for every v2; : : : ; vn 2 Rsatisfying the inequalityP2�i�n jvj2 �� the equalities �2(y + v) = �2(y) = �2 holds.LEMMA 16 For every � > 0 there is 0 < �2 < � such that for every v2; : : : ; vn 2R satisfying the inequality jvj2 � �2 there is a permutation � of the set 1; : : : ; �2such that P0�i�n j�(�(j))i (v) � �(j)i (0)j2 < � for every 1 � j � �2.PROOF The proof of this lemma is similar to one of Lemma 15 but easier.It follows from Lemma 13 and the fact that degZ 	4(Z; 0; : : : ; 0) = �2, see theproof of Lemma 15. The lemma is proved.REMARK 5 In what follows for convenience of notations applying Lemma 15and Lemma 16 we shall suppose without loss of generality that � and � are theidentity permutations. We shall say in this situation that the families �(j)(�; v),1 � j � �0, and �(j)(v), 1 � j � �2, (respectively �(j)(v), 1 � j � �2, and�(j)(0), 1 � j � �2), are coordinated by Lemma 15 (respectively Lemma 16).LEMMA 17 Let n � 2. Let z0 2 Rn Let the points z1; : : : ; zN 2 Rn be di�erentfrom z0. Then there is a C1{di�eomorphism� : Rn! Rn; (X1; : : : ; Xn) 7! (�1(X1; : : : ; Xn); : : : ; �n(X1; : : : ; Xn))such that �1(zi) < 0 for every 1 � i � N and �1(z0) > 0.27



PROOF This follows from the fact that Rnn fz0; z1; : : : ; zNg consists of oneconnected component. The lemma is proved.Recall that the family of roots of system (2) in A n (C (")) is �(j)("; 0), 1 �j � �2, (these roots correspond to the solutions of type (iii) of system (2)).Denote for brevity for every 1 � j � �2�(j) = (�(j)1 ; : : : ; �(j)n ) = �(j)(0) =st"(�(j)("; 0)) = (st"(�(j)1 ("; 0)); : : : ; st"(�(j)1 ("; 0))) 2 A n (C ):For any vector z = (z1; : : : ; zn) 2 Cn denote jzj = (P1�i�n jzij2)1=2. De�nealso Re(z) 2 Rn and Im(z) 2 Rn by the equality z = Re(z) + p�1 Im(z). Soj�(j)j2 =P1�i�n j�(j)i j2 for 1 � j � �2.Consider some semi{algebraic triangulation of V (R) and its non{zero s{dimensional cycle e = P1�j�q �pj with coe�cients from Z=2Zde�ned in theIntroduction. So all the simplexes �pj are maximal. Let y = (y1; : : : ; yn) 2 Rnbe a vector such as in the Introduction. Let y1 = 1 in this section.Recall that in the Introduction m0, E0, m00, E00 were de�ned for vector y.Now we shall suppose in this section that every simplex �(�pj ), 1 � j � q,see the Introduction, is not contained in any hyperplane ZR(P1�i�n yiXi � a),a 2 R.THEOREM 3 Let n � 3 and V (R) be a bounded non{empty real a�ne alge-braic variety given as a set of all common zeroes of polynomials f1; : : : ; fm 2(R[X1; : : : ; Xn], see Introduction. Let dimV (R)� n�2. Let � = �(y2; : : : ; yn),see Section 1. Let e =P1�j�q �pj be a non{zero s{dimensional cycle with co-e�cients from Z=2Zof a semi{algebraic triangulation of V (R) such as above,herewith all the simplexes �pj are maximal. Let the image of every simplex�(�pj ), 1 � j � q, is not contained in any hyperplane ZR(P1�i�n yiXi � a),a 2 R(hence s � 1). Then there are at least two di�erent points �(j), 1 � j � �2which belong to E. More precisely, E0[E00 � f�(j) : 1 � j � �2g. In particularunder the conditions of this theorem the sets E0 and E00 are �nite.PROOF E�ecting the linear transformation of coordinates X1 7! X1 +P2�j�n yiXi, Xi 7! Xi, i = 0; 2; 3; : : : ; n we shall suppose in what followsthat (y2; : : : ; yn) = (0; : : : ; 0) and �(0; : : : ; 0) = �. Thus, (2) with X0 = 1 isequivalent to the system of polynomial equations in X1; : : : ; Xn with coe�cientsin the �eld R(") ( f" = 0;@f"@Xi = 0; 2 � i � n: (16)28



Recall that m0 = maxX1(E) and E0 = fz 2 E : X1(z) = m0g. We shallsuppose without loss of generality that m0 = 0 e�ecting if necessary the lineartransformation X1 7! X1 + m0. Denote by W 0 the algebraic variety which isthe closure in the Zariski topology of E0. Then dimW 0 < s since every simplex�(�pj ), 1 � j � q, is not contained in any hyperplane ZR(X1 � a), a 2 R.Suppose that there is a point �(0) 2 E0 and �(0) 6= �(j) for every 1 � j � �2.Denote by J1 � f1; : : : ; �2g the subset of indices such that j 2 J1 if and onlyif X1(�(j)) = 0 and �(j) 2 Rn.Denote by J2 � f1; : : : ; �2g the subset of indices such that j 2 J2 if and onlyif X1(�(j)) 6= 0 and �(j) 2 Rn.Denote by J3 � f1; : : : ; �2g the subset of indices such that j 2 J3 if and onlyif �(j) 62 Rn.So f1; : : : ; �2g = J1 [ J2 [ J3 and Ji \ Jj = ; for all 1 � i 6= j � 3.Consider the projectionp1 : Rn! Rn�1 (X1; : : : ; Xn) 7! (X2; : : : ; Xn):Replace n by n � 1 in the formulation of Lemma 17 and apply this lemma top1(�(0)) and the points p1(�(j)), j 2 J1. Denote by � = (�2; : : : ; �n) : Rn�1!Rn�1 the obtained C1{di�eomorphism, herewith �2(p1(�(j))) < 0 for all j 2 J1and �2(p1(�(0))) > 0. De�ne the C1{di�eomorphism 
 = (
1; : : : ; 
n) : Rn !Rn by the formulas 
1 = X1 and 
i = �i � p1 for 2 � i � n. Then 
2(�(j)) < 0for all j 2 J1 and 
2(�(0)) > 0.De�nition of �1. Choose �1 > 0 so small that(1a) for every j 2 J1 the inequality 
2(�(j)) < �2�1 holds,(1b) for every j 2 J2 the inequality jX1(�(j))j > 2�1 holds,(1c) for every j 2 J3 the inequality j Im(�(j))j > 2�1 holds,(1d) 
2(�(0)) > 2�1 holds.De�nition of �2. Choose �2 > 0 so small that(2a) �2 � �1 where �1 is from Lemma 15Now note that there is w > 0 so small that (1a), (1b) and (1c) will take placealso if one replace 2�1 by 2�1+w. Hence there is �0 > 0 such that if z 2 Cn and29



jz� �(j)j2 � �0 then for every j 2 J1 (respectively j 2 J2, j 2 J3) the inequality
2(Re(z)) < �2�1 (respectively jX1(z)j > 2�1, j Im(z)j > 2�1) holds.Recall that �1 < �. So set � = �0, apply Lemma 16 and Remark 5. We shallsuppose in what follows that the corresponding families �(j)(v), 1 � j � �2, and�(j), 1 � j � �2, are coordinated by Lemma 16. We shall require that(2b) �2 � �2 where �2 corresponds to � = �0 by Lemma 16.Note that (2b) implies(2i) for every j 2 J1 for every v 2 Rn�1 such that jvj2 � �2 the inequality
2(Re(�(j)(v))) < �2�1 holds,(2ii) for every j 2 J2 for every v 2 Rn�1 such that jvj2 � �2 the inequalityjX1(�(j)(v))j > 2�1 holds,(2iii) for every j 2 J3 for every v 2 Rn�1 such that jvj2 � �2 the inequalityj Im(�(j)(v))j > 2�1 holds,(2iv) there is m0 > 0 such that for every 1 � j � �2 for every v 2 Rn�1 suchthat jvj2 � �2 the inequality j�(j)(v)j2 < m0 holds.De�nition of �3. Let r : R! R be a C1{function such that r(x) = 1 ifx � ��1, r(x) = 0 if x � �1 and r is a monotone decreasing function in the openinterval ��1 < x < �1.Choose an open n-dimensional ball B � Rn with the center in the point(0; : : : ; 0) containing V (R). Denote by B the closure in the classic topology ofB. Denote r0 = dr=dx. Setm1 = maxfr0(x) : x 2 Rgm2 = max2�i�nmaxfj @
2@Xi (z)j : z 2 B & j
2(z)j � �1g:We shall require that(3a) �3 < minfp�2=(n� 1)=(m1m2); �1=2g.This implies (�3m1m2)2(n � 1) < �2.De�nition of �4. Note that for every su�ciently small neighborhood U inthe classic topology of the point �(0) there is a smooth point z0 2 U such that(4i) the point z0 2 E, 30



(4ii) the point z0 is smooth on V (R) of dimension s,(4iii) the tangent space Tz0;V (R), is not contained in the hyperplane ZR(X1), i.e.the vector (1; 0; : : : ; 0) is not orthogonal to Tz0;V (R),(4iv) 
2(z0) > 2�1.These requirements can be satis�ed due to the fact that every simplex �(�pj ),1 � j � q, is not contained in any hyperplane ZR(X1 � a),Choose �4 > 0 such that(4a) �4 < �3=2,(4b) the intersection E \ ZR(X1 � �4) contains a point z0 which satis�es con-ditions (4i){(4iv).De�nition of �5. Consider the n-dimensional ball B � Rn introducedpreviously. Set m4 = minff(z) : z 2 B \ (Rn nB)g;Then m4 > 0. Denote by m5 the radius of B. Set m6 = maxfm0 + 2;m5 + 1g.Denote V� = ZR(f � �g) \B for 0 < � 2 R. We shall require(5a) 0 < �5 < m4,(5b) for every �, 0 < � < �5, V� is a smooth manifold,(5c) �5 � �1 where �1 is from the formulation of Lemma 15.By (2i){(2iv) there is �00 > 0 such that for every v 2 Rn�1 for every z 2 Cnif jvj2 � �2 and jz � �(j)(v)j2 � �00 then� for every j 2 J1 the inequalities 
2(Re(z)) < ��1 andjX1(z) �X1(�(j)(v)))j < �3=2 hold,� for every j 2 J2 the inequality jX1(z)j > �1 holds,� for every j 2 J3 the inequality j Im(z)j > �1 holds.So set �1 = minf�00;m�26 ; 1g, apply Lemma 15 and Remark 5. We shallsuppose in what follows that the corresponding families �(j)(�; v), 1 � j � �0,and �(j)(v), 1 � j � �2, are coordinated by Lemma 15 if 0 < � < �5, jvj2 � �2.We shall require that 31



(5d) �5 � �2 where �2 corresponds to �1 = minf�00;m�26 ; 1g by Lemma 15.Then (5d) implies(5i) for every �, 0 < � < �5, for every j 2 J1 for every v 2 Rn�1 such thatjvj2 � �2 the inequality 
2(Re(�(j)(�; v))) < ��1,(5ii) for every �, 0 < � < �5, for every j 2 J1 the inequality jX1(�(j)(�; 0))j <�3=2 holds,(5iii) for every �, 0 < � < �5, for every j 2 J2 for every v 2 Rn�1 such thatjvj2 � �2 the inequality jX1(�(j)(�; v))j > �1 holds,(5iv) for every �, 0 < � < �5, for every j 2 J3 for every v 2 Rn�1 such thatjvj2 � �2 the inequality j Im(�(j)(�; v))j > �1 holds,(5v) for every �, 0 < � < �5, for every 1 � j � �2 for every v 2 Rn�1 such thatjvj2 � �2 the inequality j�(j)(�; v)j2 < m0 + 1 holds,(5vi) for every �, 0 < � < �5, for every �2 + 1 � j � �0 for every v 2 Rn�1 suchthat jvj2 � �2 if �(j)0 (�; v) = 1 then the inequality j�(j)(�; v)j2 > m6 holds.Note that (5i){(5iv) and (3a) imply(5vii) for every �, 0 < � < �5, if j 2 J1 [ J2 and 
2(Re(�(j)(�; 0))) < ��1 thenjX1(�(j)(�; 0))� �3j > �3=2,(5viii) for every �, 0 < � < �5, if j 2 J2 then jX1(�(j)(�; 0))j > �3=2,(5ix) for every �, 0 < � < �5, if j 2 J3 then j Im(�(j)(�; 0))j > �3=2.Now consider the point z0 de�ned in (4i){(4iv) and (4b). Choose linearforms L1; : : : ; Ls 2 R[X1; : : : ; Xn] such that L1 = X1 and the intersectionTz0 ;V (R)\ ZR(L1; : : : ; Ls) = f0g:Then by the implicit function theorem z0 is an isolated point of the intersectionV (R)\ ZR(L1 � L1(z0); : : : ; Ls � Ls(z0)). The connected component B1 of theintersectionfz : f(z) � �g(z) � 0g \ ZR(L1 � L1(z0); : : : ; Ls � Ls(z0)) (17)containing the point z0 tends to the point z0 when � tends to zero. For allsu�ciently small � > 0 the bound S1 = @B1 is a smooth compact (n� s � 1){dimensionalmanifold. Since n�s�1 > 0 this manifold is a connected componentof the real algebraic varietyZR(f � �g) \ ZR(L1 � L1(z0); : : : ; Ls � Ls(z0)): (18)32



In what follows we shall suppose that the semi{algebraic set B1 is triangulated,see [2]. Then this triangulation induces the triangulation of S1. The set B1de�nes the (n�s){dimensional chain b1 and S1 de�nes the (n�s�1){dimensionalcycle s1 which is the bound of b1, i.e. s1 = @b1.Finally, we shall put forth the following requirements.(5e) for every �, 0 < � < �5, the bound S1 = @B1 is a smooth manifold whichis a connected component of a real algebraic variety,(5f) for every �, 0 < � < �5, for every z0 2 B1 the inequality 
2(z0) � �1 holds.De�ne the C1{function ! : Rn! R by the formula!(X1; : : : ; Xn) = X1 + �3r(
2(X1; : : : ; Xn)):Note also that !(X1; : : : ; Xn) = X1 + �3r(�2(X2; : : : ; Xn)). We claim that forevery �, 0 < � < �5 for every z 2 V� such that j!(z)j � �4 the point z is not acritical point, see [13], of the function ! on the compact smooth manifold V".Indeed, suppose contrary that z is a critical point of the function !. Ifj
2(z)j > �1 then the gradients of the functions f � �g and ! in the point z areparallel to the vector (1; 0; : : : ; 0). Hence, z = �(j)(�; 0) for some 1 � j � �0.Conditions (5v) and (5vi) imply that 1 � j � �2. Condition (5iv) (or (5ix))implies that j 2 J1 [ J2. Now from the de�nition of the function ! conditions(4b), (5vii) and (5viii) we get a contradiction.If j
2(z)j � �1 then the gradients of the functions f � �g and ! in the pointz are parallel to the vector(1; �3 r0(
2(z)) @
2@X2 (z); : : : ; �3 r0(
2(z)) @
2@Xn (z)):Set vi = �3 r0(
2(z)) @
2@Xi ; 2 � i � n:Then (3a) implies jvj2 � �2. In this case z = �(j)(�; v) for some 1 � j � �0.Conditions (5v) and (5vi) imply that 1 � j � �2. We obtain a contradictionfrom the de�nition of the function ! and conditions (5i), (5iii) and (5iv). Therequired assertion is proved.Now, see [13], we get that there is a di�eomorphism� : [��4; �4]� (V� \ fz : !(z) = ��4g) �! V� \ fz : j!(z)j � �4g (19)such that !(�(a;w)) = a for every ��4 � a � �4 and w 2 V�\fz : !(z) = ��4g.Denote V�;a = V� \ fz : !(z) = ag for ��4 � a � �4. Denote by ia : V�;a !33



V� \ fz : j!(z)j � �4g the mappings of the inclusions. Then (19) implies thatthe homomorphisms of the groups of singular homologies induced by iaia � : Hn�s�1(V�;a;Z=2Z)! Hn�s�1(V� \ fz : j!(z)j � �4g;Z=2Z)have the same image for all ��4 � a � �4. Hence the same is true for thethrough homomorphismsHn�s�1(V�;a;Z=2Z) �! Hn�s�1(V� \ fz : j!(z)j � �4g;Z=2Z) �!Hn�s�1(V�;Z=2Z) �! Hn�s�1(Rn nE;Z=2Z):Denote by j(a) : Hn�s�1(V�;a;Z=2Z) ! Hn�s�1(Rn n E;Z=2Z) this throughhomomorphism. Denote j� = j(��4) and j+ = j(�4).We have the commutative diagram of the homology groups induced by theinclusions of topological spacesHn�s�1(V�;a;Z=2Z) �! Hn�s�1((Rn nE) \ fz : !(z) = ag;Z=2Z)# #Hn�s�1(V�;Z=2Z) �! Hn�s�1(Rn nE;Z=2Z):The topological space (RnnE)\fz : !(z) = �4g is homeomorphic to Rn�1 sinceE \ fz : !(z) = �4g = ;. Hence the homology group Hn�s�1((Rn n E) \ fz :!(z) = �4g;Z=2Z) = 0 since n � s � 1 > 0. Therefore, the image Im(j+) = 0.On the other hand, by (5f) and (5e) the image Im(j�) contains the homo-logical class of the cycle s1 2 Zn�s�1(RnnE;Z=2Z) de�ned above. Let us showthat s1 is not homological to zero in Hn�s�1(Rn nE;Z=2Z). Indeed, the inter-section of B1\E consists of one point z0 and is transversal in this point. So bythe general topological duality theory, see [16], the linking coe�cient modulo 2of cycles e and s1 is not zero. From here our assertion follows immediately.Thus, we have 0 6= Im(j�) = Im(j+) = 0. Hence, the initial assumption thatE0 6� f�(j) : 1 � j � �2g leads to a contradiction. Therefore, E0 � f�(j) : 1 �j � �2g. In the similar way E00 � f�(j) : 1 � j � �2g. The theorem is proved.REMARK 6 Slightly modifying the proof of Theorem 3 one can consider alsothe case when dimV (R) = n� 1.REMARK 7 The condition that the image of every simplex �(�pj ), 1 � j � q,is not contained in any hyperplane ZR(P1�i�n yiXi � a), a 2 R implies thatdimE0; dimE00 < s and this condition is used only with the aim to prove theseinequalities.REMARK 8 In the general case under the conditions of Theorem 3 the pointsfrom E0 and E00 may belong to many di�erent components of V (R) even in thecase when E is contained in one irreducible component of V (R).34



3 Proof of Theorem 1Note that the case s = 0 is known, see [14]. Similarly, by [14] one can de-cide whether V (R) = ;. So we shall assume in what follows that s � 1 anddimV (R) � 1. We can suppose without loss of generality that n � 3 anddimV (R) � n� 2 considering if it is necessary the embedding A n ! A n+2 .At �rst consider the case when R = R. Construct using the algorithm fromSection 1 the vector z = (1; z2; : : : ; zn) with integer coe�cients with the lengthsO(n logd) such that �(z2; : : : ; zn) = �. E�ecting if necessary a linear transfor-mation of A n we can suppose without loss of generality that z = (1; 0; : : : ; 0)and y1 = 1.Let Vs be the closure in the Zariski topology of the set of all smooth pointsof the real algebraic variety V (R). The number of irreducible components of Vsis bounded from above by P(dn) for a polynomial P, see [15].By Lemma 8 there is an integer a 6= 0 bounded from above by a polynomialin dn such that �(ac; ac2; : : : ; acn�1) = �for all integers 1 � c � nP(dn)+1. Construct such an integer a within the timepolynomial in dn and the size of input according to Section 1. Note that any nvectors of the setC = f(1; ac; ac2 : : : ; acn�1) : 1 � c � nP(dn) + 1gare linearly independent. For every simplex �pj of the considered cycle e theimage �(�pj ) is contained in some irreducible component of Vs, see [2]. Hence,there is c0 2 C such that every �(�pj ) is not contained in any hyperplaneZ(X1 + ac0X2 + ac20X3 + : : :+ acn�10 Xn � b); b 2 R:Denote vc = (1; ac; ac2 : : : ; acn�1) for all c and v0 = vc0 .By Lemma 8 the equality �(y+�v0) = � holds for all su�ciently small � > 0.Besides that, every �(�pj ) is not contained in any hyperplaneZ((1+�)X1+(y2+�ac0)X2+(y3+�ac20)X3+: : :+(yn+�acn�10 )Xn�b); b 2 Rfor all su�ciently small � > 0.Consider the system of polynomial equations( f" = 0;(1 + �) @f"@Xi � (yi + �aci�1) @f"@X1 = 0; 2 � i � n: (20)35



Let the sets E0� and E00� correspond to the vector y + �v0 similarly as E0, E00correspond to y. Theorem 3 implies that for all su�ciently small � > 0 thereare points z0� 2 E0� and z00� 2 E00� which are standard parts of some solutions ofthe system (20) with c = c0.The compactness ofE implies now that there is a sequence �i > 0, i = 1; 2; : : :which tends to zero such that the points z0�i and z00�i tend to points z0 2 E0 andz00 2 E00.Now let � be a variable. Consider the set W of all the points which arestandard parts relative to " of solutions of system (20) in (A n � A 1)(C("))where A n has coordinates X1; : : : ; Xn and A 1 has the coordinate �. Then Wis an algebraic variety and the union of all components of W which are notcontained in Z(1+�) is a curve Wc since for every � 6= 1 system (20) has a �nitenumber of solutions by Section 1. Further, z0; z00 2Wc0 \ Z(�). So we de�neSy = [c2C(Wc(R) \ Z(�)):Note that every curve Wc can be constructed within the required time consid-ering standard parts relative to " of solutions of system (20) in A n((C(�; "))by [5] and using Newton{Puiseux expansions, cf. [3], [4], [6], [7]. Further in asimilar way one can construct the set Sy . The theorem is now proved for thecase R = R.In the general case we use the transfer principle, [2]. It is su�cient to notethat the fact that the real algebraic variety is semi{algebraically triangulatedcan be expressed in the language of the �rst order theory of real �elds. Thetheorem is proved.
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