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#### Abstract

Let $U$ be a real algebraic variety in $n$-dimensional affine space which is given as a set of zeros of a family of polynomials of the degree less than d. Let $U^{(s)}$ be the closure in the Zariski topology of set of all smooth points of dimension $s$ of $U$. In the paper an algorithm is described for constructing a set with a polynomial in $d^{n}$ number of points of $U$ which has a non-empty intersection with every connected component of dimension $s$ of every irreducible component of $U^{(s)}$. The similar result is valid for basic real semi-algebraic sets. More precise formulations are given involving triangulations of $U$ if $U$ is bounded (respectively the Alexandrov compactification of $U$ if $U$ is not bounded). The working time of the algorithm (for the case of algebraic varieties) is polynomial in the size of input and $d^{n}$.
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## Introduction

Let $U$ be a real algebraic set in $n$-dimensional affine space which is given as a set of zeros of a family of polynomials of the degree less than $d$. Let $U^{(s)}$ be the closure in the Zariski topology of the set of all smooth points of dimension $s$ of $U$. In the paper an algorithm is described for constructing a finite set $S$ of points of $U$ which has a non-empty intersection with every connected component of every irreducible component of $U^{(s)}$. The number of points of $S$ is bounded from above by a polynomial in $d^{n}$. The working time of the algorithm is polynomial in the size of input and $d^{n}$. More precise formulations are given below involving triangulations of $U$ if $U$ is bounded (respectively of the Alexandrov compactification of $U$ if $U$ is not bounded).

Previously known algorithms [14], [1] allow to construct only a finite set $S$ of points which has a non-empty intersection only with every connected component of a real algebraic variety (or a real semi-algebraic set).

Now we give the precise statements. Let $k_{0}=\mathbb{Q}\left(t_{1}, \ldots, t_{l}, \theta\right)$ be a real ordered field where $t_{1}, \ldots, t_{l}$ are algebraically independent over the field $\mathbb{Q}$ and $\theta$ is algebraic over $\mathbb{Q}\left(t_{1}, \ldots, t_{l}\right)$ with the minimal polynomial $F \in \mathbb{Q}\left[t_{1}, \ldots, t_{l}, Z\right]$ and leading coefficient $l c_{Z} F$ of $F$ is equal to 1 .

We shall assume in what follows that the field $k_{0}$ satisfies the following property.
(A) Let a finite extension $K \supset k_{0}$ of real ordered fields be given by its primitive element and minimal polynomial. Then for an element $a \in K$ one can decide whether $a>0$ within the polynomial time.

Note that if $k_{0}=\mathbb{Q}$ then $k_{0}$ satisfies this property. If the field $k_{0}$ satisfies this property then any finite extension $k_{1}$ which is real ordered field extension of $k_{0}$ also satisfies this property. If $\varepsilon>0$ is an infinitesimal relative to the field $k_{0}$ then the real ordered field $k_{0}(\varepsilon)$ satisfies the formulated property.

Let polynomials $f_{1}, \ldots, f_{m} \in k\left[X_{1}, \ldots, X_{n}\right]$ be given, $m \geq 1$. Consider the closed algebraic set or algebraic variety (in this paper we don't distinguish these two concepts)

$$
V=\left\{\left(x_{1}, \ldots, x_{n}\right): f_{i}\left(x_{1}, \ldots, x_{n}\right)=0, x_{i} \in \overline{k_{0}}, \forall 1 \leq i \leq m\right\} \subset \mathbb{A}^{n}(\bar{k}) .
$$

This is a set of all common zeros of polynomials $f_{1}, \ldots, f_{m}$ in $\mathbb{A}^{n}(\bar{k})$, where $\bar{k}$ is an algebraic closure of $k$. In what follows we shall denote for brevity this set by $\mathcal{Z}\left(f_{1}, \ldots, f_{m}\right)$. The similar notations will be used also for the sets of all
common zeros (in affine or projective spaces as it will be seen from the context) of other polynomials. So $V=\mathcal{Z}\left(f_{1}, \ldots, f_{m}\right)$.

Let $R$ be a real closed field containing the real closure $\widetilde{k_{0}}$ of the field $k_{0}$ and $C=\bar{R}$ be the algebraic closure of $R$. Set

$$
V(R)=\left\{\left(x_{1}, \ldots, x_{n}\right): f_{i}\left(x_{1}, \ldots, x_{n}\right)=0, x_{i} \in R, \forall 1 \leq i \leq m\right\} \subset \mathbb{A}^{n}(R)
$$

This is a set of all common zeros of polynomials $f_{1}, \ldots, f_{m}$ in $\mathbb{A}^{n}(R)$. In what follows we shall denote for brevity this set by $\mathcal{Z}_{R}\left(f_{1}, \ldots, f_{m}\right)$. The similar notations will be used also for the sets of all common zeros (in affine or projective spaces as it will be seen from the context) of other polynomials. So $V(R)=$ $\mathcal{Z}_{R}\left(f_{1}, \ldots, f_{m}\right)$ is a real algebraic set or (the set of points of) a real algebraic variety over $R$ (the definition of real algebraic varieties see in [2]). The elements of $\mathcal{Z}_{R}\left(f_{1}, \ldots, f_{m}\right)$ are real roots of polynomials $f_{1}, \ldots, f_{m}$.

We shall represent each polynomial $f=f_{i}$ in the form

$$
f=\frac{1}{a_{0}} \sum_{i_{1}, \ldots, i_{n}} \sum_{0 \leq j<\operatorname{deg} F} a_{i_{1}, \ldots, i_{n}, j} \theta^{j} X_{1}^{i_{1}} \cdots X_{n}^{i_{n}}
$$

where $a_{0}, a_{i_{1}, \ldots, i_{n}, j} \in \mathbb{Z}\left[t_{1}, \ldots, t_{l}\right], \operatorname{gcd}_{i_{1}, \ldots, i_{n}, j}\left(a_{0}, a_{i_{1}, \ldots, i_{n}, j}\right)=1$. Define the length $l(a)$ of an integer $a$ by the formula $l(a)=\min \left\{s \in \mathbb{Z}:|a|<2^{s-1}\right\}$. The length of coefficients $l(f)$ of the polynomial $f$ is defined to be the maximum of length of coefficients from $\mathbb{Z}$ of polynomials $a_{0}, a_{i_{1}, \ldots, i_{n}, j}$ and the degree

$$
\operatorname{deg}_{t_{\alpha}}(f)=\max _{i_{1}, \ldots, i_{n}, j}\left\{\operatorname{deg}_{t_{\alpha}}\left(a_{0}\right), \operatorname{deg}_{t_{\alpha}}\left(a_{i_{1}, \ldots, i_{n}, j}\right)\right\}
$$

where $1 \leq \alpha \leq l$. In the similar way $\operatorname{deg}_{t_{\alpha}} F$ and $l(F)$ are defined.
We shall suppose that we have the following bounds

$$
\begin{array}{r}
\operatorname{deg}_{X_{1}, \ldots, X_{n}}\left(f_{i}\right)<d, \operatorname{deg}_{t_{\alpha}}\left(f_{i}\right)<d_{2}, l\left(f_{i}\right)<M \\
\operatorname{deg}_{Z}(F)<d_{1}, \operatorname{deg}_{t_{\alpha}}(F)<d_{1}, l(F)<M_{1}
\end{array}
$$

The size $L(f)$ of the polynomial $f$ is defined to be the product of $l(f)$ to the number of all the coefficients from $\mathbb{Z}$ of $f$ in the dense representation. We have

$$
L\left(f_{i}\right)<\left(\binom{d+n}{n} d_{1}+1\right) d_{2}^{l} M
$$

Similarly $L(F)<d_{1}^{l+1} M_{1}$. Unless we state otherwise, in what follows we suppose $l$ to be fix.

REMARK 1 In what follows we shall assume without loss of generality that the polynomials $f_{1}, \ldots, f_{m}$ are linearly independent over $k_{0}$. Hence $\operatorname{dim} V \leq$ $n-1$.

Consider at first the case when $V(R)$ is bounded. Hence $\operatorname{dim} V(R) \leq n-1$. Consider some triangulation of $V(R)$, see [2], i.e. a finite simplicial complex $K=\cup_{1 \leq i \leq p} \sigma_{p}$ and a semi-algebraic homeomorphism $\phi: K \rightarrow V(R)$ in the topology of the real field. We shall call for brevity the simplex $\sigma$ of $K$ to be maximal if and only if it is not a face of any other simplex of $K$. Let $0 \leq s \leq n-1$. Consider a non-zero $s$-dimensional cycle $e=\sum_{1 \leq j \leq q} \sigma_{p_{j}}$ with coefficients from $\mathbb{Z} / 2 \mathbb{Z}$ of the simplicial complex $K$ such that $\sigma_{p_{j}}$ is maximal for all $j$ and $p_{j_{1}} \neq p_{j_{2}}$ if $j_{1} \neq j_{2}$. So the dimension $\operatorname{dim} \sigma_{p_{j}}=s$ for all $j$. Denote $E=|e|=\cup_{1 \leq j \leq q} \phi\left(\sigma_{p_{j}}\right)$.

REMARK 2 Note that if there is an irreducible component $W$ of $V(R)$ of dimension $s$ over $R$ then there is also a cycle $e$ as described such that $|e|$ coincides with the set of all points of dimension $s$ of $W$. This follows from the fact that for an arbitrary $(s-1)$-dimensional simplex $t$ from the triangulation of $W$ the number of all s-dimensional simplexes from the considered triangulation containing $t$ as a face is even, see [2].

Now let a non-zero vector $y=\left(y_{1}, \ldots, y_{n}\right) \in R^{n}$ be given. By the transfer principle, see [2], the function $\sum_{1 \leq i \leq n} y_{i} X_{i}$ has its maximum and minimum on E. Denote

$$
\begin{aligned}
m^{\prime}=\max \left(\sum_{1 \leq i \leq n} y_{i} X_{i}\right)(E), & E^{\prime}=\left\{z \in E:\left(\sum_{1 \leq i \leq n} y_{i} X_{i}\right)(z)=m^{\prime}\right\}, \\
m^{\prime \prime}=\min \left(\sum_{1 \leq i \leq n} y_{i} X_{i}\right)(E), & E^{\prime \prime}=\left\{z \in E:\left(\sum_{1 \leq i \leq n} y_{i} X_{i}\right)(z)=m^{\prime \prime}\right\} .
\end{aligned}
$$

THEOREM 1 Let $V(R)$ be a bounded real affine algebraic variety given as a set of zeroes of polynomials $f_{1}, \ldots, f_{m}$. Then for a given non-zero vector $y$ one can construct a finite set $S_{y}$ of points of $V(R)$ such that for any semialgebraic triangulation $\phi: K \rightarrow V(R)$ and any non-zero $s$-dimensional cycle $e$ with coefficients from $\mathbb{Z} / 2 \mathbb{Z}$ as described above the intersections $S \cap E^{\prime}$ and $S \cap E^{\prime \prime}$ are non-empty. The number of points of $S_{y}$ is bounded from above by a polynomial in $d^{n}$. The working time of the algorithm for constructing $S_{y}$ is polynomial in $d^{n}, d_{1}, d_{2}, M, M_{1}, m$ and the size of the vector $y$.

Theorem 1 will be deduced from our existence theorem which will be formulated and proved in Section 2. Note that it may happen in some cases that $E=E^{\prime}=E^{\prime \prime}$, e.g. when $s=0$ and $E$ consists of one point. Applying Theorem 1 to $n$ linearly independent vectors $y^{(1)}, \ldots, y^{(n)}$ and defining $S=\cup_{1 \leq i \leq n} S_{y^{(i)}}$ we get the following result.

COROLLARY 1 Let $s \geq 1$. One can construct a finite set $S$ of points of $V(R)$ such that for any semi-algebraic triangulation $\phi: K \rightarrow V(R)$ and any $s$-dimensional cycle $e$ as described above with coefficients from $\mathbb{Z} / 2 \mathbb{Z}$ the intersection $S \cap E$ consists of at least two different points. The number of points of $S$ is bounded from above by a polynomial in $d^{n}$. The working time of the algorithm for constructing $S$ is polynomial in $d^{n}, d_{1}, d_{2}, M, M_{1}, m$.

In the general case, i.e. when $V(R)$ is not necessary bounded, we can verify this fact within the time polynomial in $d^{n}, d_{1}, d_{2}, M, M_{1}, m$. Recall, see [2], the construction of the algebraic variety $V_{1}$ such that $V_{1}(R)$ is the Alexandrov compactification of $V(R)$ if $V(R)$ is not bounded. Namely, one should construct a point $x^{(0)} \in \mathbb{A}^{n}(R)$ such that $x^{(0)} \notin V(R)$. We can suppose without loss of generality that $x^{(0)}=(0, \ldots, 0)$ effecting if it is necessary an appropriate linear transformation of coordinates in $\mathbb{A}^{n}(R)$. Set

$$
g_{i}=\left(\sum_{1 \leq i \leq n} X_{i}^{2}\right)^{\operatorname{deg} f_{i}} f_{i}\left(\frac{X_{1}}{\sum_{1 \leq i \leq n} X_{i}^{2}}, \ldots, \frac{X_{n}}{\sum_{1 \leq i \leq n} X_{i}^{2}}\right), 0 \leq i \leq m
$$

Define $V_{1}=\mathcal{Z}\left(g_{1}, \ldots, g_{m}\right)$. So $V_{1}$ is bounded. We have the isomorphism of real algebraic varieties $\iota: V(R) \rightarrow V_{1}(R) \backslash\left\{x^{(0)}\right\}$ induced by the inversion transformation

$$
\left(X_{1}, \ldots, X_{n}\right) \mapsto\left(\frac{X_{1}}{\sum_{1 \leq i \leq n} X_{i}^{2}}, \ldots, \frac{X_{n}}{\sum_{1 \leq i \leq n} X_{i}^{2}}\right)
$$

Let $K, \phi, s, e$ have the same meaning for $V_{1}(R)$ as previously for $V(R)$. Applying Corollary 1 to the real algebraic variety $V_{1}(R)$ we get the following result.

COROLLARY 2 Let $V(R)$ be a not bounded real affine algebraic variety given as a set of zeroes of polynomials $f_{1}, \ldots, f_{m}$. One can construct a finite set $S$ of points of $V(R)$ such that for any semi-algebraic triangulation $\phi: K \rightarrow$ $V_{1}(R)$ of $V_{1}(R)$ and any its s-dimensional cycle e with coefficients from $\mathbb{Z} / 2 \mathbb{Z}$ as described above the intersection $S \cap E$ is non-empty. The number of points of $S$ is bounded from above by a polynomial in $d^{n}$. The working time of the algorithm for constructing $S$ is polynomial in $d^{n}, d_{1}, d_{2}, M, M_{1}, m$.

Now let $g_{1}, \ldots g_{s} \in k_{0}\left[X_{1}, \ldots, X_{n}\right]$ be some polynomials which have the similar estimations for degrees and sizes of integer coefficients as $f_{1}, \ldots, f_{m}$. Consider a basic semi-algebraic set, see [14], [1],

$$
\begin{equation*}
U=\left\{x \in R^{n}: f_{1}(x)=\ldots=f_{m}(x)=0 \& g_{1}(x)>0 \& \ldots \& g_{s}(x)>0\right\} \tag{1}
\end{equation*}
$$

Consider the real algebraic variety $U_{1} \subset \mathbb{A}^{n+2}$ which is the set of all common zeroes of polynomials $\prod_{1 \leq i \leq s} g_{i}-Z, f_{1}, \ldots, f_{m}$ and $Z T-1$ (here $Z$ and $T$ are new variables). Denote by

$$
\pi: R^{n+2} \rightarrow R^{n}, \quad\left(X_{1}, \ldots, X_{n}, Z, T\right) \mapsto\left(X_{1}, \ldots, X_{n}\right)
$$

the linear projection. Then the set $U$ coincides with the union of some connected components of $\pi\left(U_{1}\right)$. Thus, applying Corollary 2 and Remark 2 to the real algebraic variety $U_{1}$ we get the following result.

THEOREM 2 Consider a basic semi-algebraic set (1). Let $U^{(s)}$ be the closure in the Zariski topology of the set of all smooth points of dimension $s$ of $U$. Let $W$ be a connected component of real dimension $s$ of an irreducible component of $U^{(s)}$. Then one can construct a finite set $S$ of points of $U$ such that $S$ has a non-empty intersection with every $W$. The number of points of $S$ is bounded from above by a polynomial in $((s+1) d)^{n}$. The working time of the algorithm for constructing $S$ is polynomial in $((s+1) d)^{n}, d_{1}, d_{2}, M, M_{1}, m$

REMARK 3 The working time of the algorithms from theorems of this paper and their corollaries is essentially the same as for solving system of polynomial equations with a finite set of solutions in the projective space over an algebraically closed field. So they can be formulated also in the case when $l$ is not fixed, see [5].

## 1 One algorithm of reduction to general position

Let $V(R)$ be an real algebraic variety such as in the Introduction. So

$$
V(R)=\mathcal{Z}_{R}\left(f_{1}, \ldots, f_{m}\right)
$$

see the Introduction. We shall suppose in this section $V(R)$ to be non-empty and bounded, i.e. there is $a \in R, a>0$ such that

$$
\emptyset \neq V(R) \subset\left\{\left(x_{1}, \ldots, x_{n}\right) \in R^{n}: \sum_{1 \leq i \leq n} x_{i}^{2} \leq a\right\} .
$$

Denote $f=\sum_{1 \leq i \leq m} f_{i}^{2}$. Let $g=1+X_{1}^{2 d+2}+\ldots+X_{n}^{2 d+2}$.
Let $\varepsilon>0$ be an infinitesimal relative to the field $R$. Denote $f_{\varepsilon}=f-\varepsilon g$. Let $\varepsilon^{(0)}$ and $\varepsilon^{(1)}$ be new variables.

Denote by

$$
\begin{gathered}
h=X_{0}^{2 d+2} \varepsilon^{(0)} f\left(X_{1} / X_{0}, \ldots, X_{n} / X_{0}\right)+ \\
\varepsilon^{(1)} \sum_{0 \leq i \leq n} X_{i}^{2 d+2} \in R\left[\varepsilon^{(0)}, \varepsilon^{(1)}, X_{0}, \ldots, X_{n}\right]
\end{gathered}
$$

the $\mathbb{P}^{1} \times \mathbb{P}^{n}$-homogenization of $f_{\varepsilon}$, herewith the coordinates of $\mathbb{P}^{1}$ are $\left(\varepsilon^{(0)}: \varepsilon^{(1)}\right)$, $\varepsilon=\varepsilon^{(0)} / \varepsilon^{(1)}$, and the coordinates of $\mathbb{P}^{n}$ are $\left(X_{0}: \ldots: X_{n}\right)$. Let $y_{2}, \ldots, y_{n}$ be elements from a field extension of $R$. Denote $y=\left(y_{2}, \ldots, y_{n}\right)$, and set the fields

$$
\begin{array}{ll}
K_{1}=R\left(y_{2}, \ldots, y_{n}\right), & C_{1}=C\left(y_{2}, \ldots, y_{n}\right) \\
K_{2}=R\left(\varepsilon, y_{2}, \ldots, y_{n}\right), & C_{2}=C\left(\varepsilon, y_{2}, \ldots, y_{n}\right)
\end{array}
$$

In the case when $y_{2}, \ldots, y_{n}$ are elements from a real ordered field extension of $R$ we shall denote also $R_{1}=K_{1}$ and $R_{2}=K_{2}$. In this case $R_{i}$ are real ordered fields and $C_{i}$ have real structures, see [3], [4], in the natural way. In the general case we shall suppose without loss of generality that the field $K_{1}$ is supplied with a real structure. Then it induces the real structures on $C_{1}, K_{2}, C_{2}$.

Consider the following system of polynomial equations in $X_{0}, \ldots, X_{n}$ and $\varepsilon^{(0)}, \varepsilon^{(0)}$

$$
\left\{\begin{array}{l}
h=0  \tag{2}\\
\frac{\partial h}{\partial X_{i}}-y_{i} \frac{\partial h}{\partial X_{1}}=0, \quad 2 \leq i \leq n
\end{array}\right.
$$

LEMMA 1 Let $\varepsilon=\varepsilon^{(1)} / \varepsilon^{(0)}$. Consider (2) as a system in $X_{0}, \ldots, X_{n}$. Then system (2) has a finite number of solutions in $\mathbb{P}^{n}\left(\overline{C_{2}}\right)$.

PROOF Consider the system

$$
\begin{cases}X_{0}^{2 d+2}+X_{1}^{2 d+2}+\ldots+X_{n}^{2 d+2}=0,  \tag{3}\\ X_{i}^{2 d+1}-y_{i} X_{1}^{2 d+1}=0, & 2 \leq i \leq n\end{cases}
$$

which is obtained by replacing $h$ by $g$ in (2). System (3) has a finite number of solutions in $\mathbb{P}^{n}\left(\overline{C_{1}}\right)$. So, cf. [5] or [3], Corollary 4.1, system (2) has a finite number of solutions in $\mathbb{P}^{n}\left(\overline{C_{2}}\right)$. The lemma is proved.

COROLLARY 3 Let system (2) have a solution $\left(\eta_{0}: \ldots: \eta_{n}\right) \in \mathbb{P}^{n}\left(\overline{C_{2}}\right)$ with $\eta_{0}=0$. Then $\left(\eta_{0}: \ldots: \eta_{n}\right) \in \mathbb{P}^{n}\left(\overline{C_{1}}\right)$ is a solution of system (3). Such a solution $\left(\eta_{0}: \ldots: \eta_{n}\right)$ exists if and only if there are integers $j_{2}, \ldots, j_{n}$ for which

$$
1+\sum_{2 \leq i \leq n} \zeta_{2 d+1}^{j_{i}} y_{i}^{(2 d+2) /(2 d+1)}=0
$$

where $\zeta_{2 d+1}$ is a primitive root of unity of degree $2 d+1$.

PROOF It follows from the fact that $\operatorname{deg} f<2 d+2$. The corollary is proved.
Let $\varepsilon^{(1)} / \varepsilon^{(0)}=\varepsilon$. Then the solutions $\left(\eta_{0}: \ldots: \eta_{n}\right) \in \mathbb{P}^{n}\left(\overline{C_{2}}\right)$ of system (2) can be of the following types
(i) with $\eta_{0}=0$, then $\left(\eta_{0}: \ldots: \eta_{n}\right) \in \mathbb{P}^{n}\left(\overline{C_{1}}\right)$ by Corollary 3 ,
(ii) with $\eta_{0}=1$ and such that $\sum_{1 \leq i \leq n}\left|\eta_{i}\right|^{2}$ is an infinitely large relative to $C_{1}$,
(iii) with $\eta_{0}=1$ and such that every $\eta_{i}$ is not infinitely large relative to the field $C_{1}$.

Denote by $\mu_{2}(y)=\mu_{2}\left(y_{2}, \ldots, y_{n}\right)$ (respectively $\mu_{0}(y)=\mu_{0}\left(y_{2}, \ldots, y_{n}\right)$ ) the number of all roots counting with multiplicities of type (iii) (respectively of type (ii) or (iii)) of system (2). So we have by the Bézout theorem $\mu_{0}(y) \leq$ $(2 d+2)(2 d+1)^{n-1}$.

LEMMA 2 Let $y_{2}, \ldots, y_{n}$ be elements from a real ordered field extension of $R$. System (2) has at least two different roots $\eta^{\prime}$ and $\eta^{\prime \prime}$ of type (iii) with coordinates in the real closure $\widetilde{R_{2}}$ of the field $R_{2}$. All the coordinates of the roots $\eta^{\prime}$ and $\eta^{\prime \prime}$ are not infinitely large relative to the field $R$.

PROOF (Cf.[15],[14].) Replace $R$ by $\mathbb{R}$, the infinitesimal $\varepsilon$ by a positive number $\varepsilon \in \mathbb{R}$ and let $y_{2}, \ldots, y_{n} \in \mathbb{R}$. Then $\mathcal{Z}_{\mathbb{R}}\left(f_{\varepsilon}\right)$ is a smooth bounded hypersurface in $\mathbb{A}^{n}(\mathbb{R})$ for all sufficiently small $\varepsilon>0$. Since $\mathcal{Z}_{\mathbb{R}}\left(f_{\varepsilon}\right)$ is a bounded real algebraic hypersurface there are at least two different points $\eta^{\prime}, \eta^{\prime \prime}$ of this variety in which the hyperplanes of support have the normal vector parallel to $\left(1, y_{2}, \ldots, y_{n}\right)$. These hyperplanes of support are tangent spaces of $\mathcal{Z}_{\mathbb{R}}\left(f_{\varepsilon}\right)$ in the points $\eta^{\prime}$ and $\eta^{\prime \prime}$. So $\eta^{\prime}$ and $\eta^{\prime \prime}$ are solutions of (2) in $\mathbb{A}^{n}(\mathbb{R})$. Now the required assertion follows from the transfer principle, see [2]. The last statement of the lemma follows from the fact that the absolute values of the coordinates of all points from $V\left(R_{2}\right)$ are bounded from above by the same constant from $R$ as the absolute values of the coordinates of all points from $V(R)$. The lemma is proved.

COROLLARY 4 The inequality $\mu_{2}(y) \geq 2$ holds.

Denote by

$$
D(y) \in K_{1}\left[\varepsilon^{(0)}, \varepsilon^{(1)}, U_{0}, \ldots, U_{n}\right]
$$

the $U$-resultant, see e.g. [11], of (2) considered as a system in $X_{0}, \ldots, X_{n}$. The polynomial $D(y)$ is equal (up to a factor from $R\left(\varepsilon^{(0)}, \varepsilon^{(1)}, y_{2}, \ldots, y_{n}\right)$ ) to the product $\prod_{j \in J}\left(\sum_{0 \leq i \leq n} U_{i} \eta_{i}^{(j)}\right)$ where $\eta^{(j)}=\left(\eta_{0}^{(j)}: \ldots: \eta_{n}^{(j)}\right), j \in J$ is a family of all roots (counting them with multiplicities) of system (2) in $\mathbb{P}^{n}\left(\overline{C_{2}}\right)$. Denote by $J^{\prime}$ (respectively $J^{\prime \prime}, J^{\prime \prime \prime}$ ) the subset of indices of $J$ such that $j \in J^{\prime}$ (respectively $j \in J^{\prime \prime}, j \in J^{\prime \prime \prime}$ ) if and only if the root $\eta^{(j)}$ of system (2) is of type (i) (respectively (ii), (iii)).

Let $q$ be a coefficient in a monomial in $U_{0}, \ldots, U_{n}$ of the $U$-resultant of $n$ homogeneous polynomials $F_{1}, \ldots, F_{n}$ in $X_{0}, \ldots, X_{n}$. Then it is known that $q$ is a homogeneous polynomial in the coefficients of $F_{i}$ of the degree $\left(\prod_{1 \leq j \leq n} \operatorname{deg} F_{j}\right) / \operatorname{deg} F_{i}$ for every $1 \leq i \leq n$. Hence, the degree

$$
\operatorname{deg}_{\varepsilon^{(1)}, \varepsilon^{(0)}} D(y)=(2 d n+2 n-1)(2 d+1)^{n-2}
$$

Let $L=l_{0} X_{0}+\ldots+l_{n} X_{n} \in \mathbb{Z}\left[X_{0}, \ldots, X_{n}\right]$ be a non-zero linear form with integer coefficients $l_{i}, 0 \leq i \leq n$, such that $L$ is not vanishing in any point of type (i) of the variety $\mathcal{W}^{\prime} \subset \mathbb{P}^{n}\left(\overline{C_{2}}\right)$ of solutions of system (2). According to [11], see also [5], one can verify this condition within the time polynomial in $d^{n}$ and the size of input including $L$.

Define the set of linear forms

$$
\mathcal{L}_{N}=\left\{\sum_{0 \leq i \leq n} c^{i} X_{i}: 1 \leq i \leq N, i \in \mathbb{Z}\right\}
$$

The form $L$ satisfying the considered condition can be chosen from the set $\mathcal{L}_{N}$ with $N \leq \mathcal{P}\left(d^{n}\right)$ for a polynomial $\mathcal{P}$.

The condition that $L$ is not vanishing in any point of type (i) of the variety $\mathcal{W}^{\prime}$ is equivalent to the fact that the polynomial

$$
D(y)\left(1, \varepsilon, L-l_{0} X_{0},-l_{1} X_{0}, \ldots,-l_{n} X_{0}\right) \in K_{1}\left[L, X_{0}, \varepsilon\right]
$$

is non-zero. This polynomial is vanishing on the variety $\mathcal{W}^{\prime}$. Set $\iota_{0}(y)$ (respectively $\iota_{1}(L, y)$ ) to be the maximal integer $a$ such that $X_{0}^{a}$ (respectively $\varepsilon^{a}$ ) divides the polynomial $D(y)\left(1, \varepsilon, L-l_{0} X_{0},-l_{1} X_{0}, \ldots,-l_{n} X_{0}\right)$. Then $\iota_{0}(y)$ is the number of roots of system (2) of type (i) and, hence, does not depend on the choice of $L$. Set

$$
G(y)=D(y)\left(1, \varepsilon, L-l_{0},-l_{1}, \ldots,-l_{n}\right) \in K_{1}[\varepsilon, L]
$$

Denote by $H(y) \in K_{1}[\varepsilon, L]$ the separable polynomial which is equal to the product of all different irreducible factors of $G(y)$ which do not belong to $K_{1}[\varepsilon]$. According to [11], see also [5], one can compute the polynomial $G(y)$ within the time polynomial in $d^{n}$ and the size of input including $L$.

$$
\text { We have } \mu_{0}(y)=\operatorname{deg}_{L} G(y)=\operatorname{deg}_{U_{0}, \ldots, U_{n}} D(y)-\iota_{0}(y) . \text { Represent }
$$

$$
G(y)=\varepsilon^{t_{1}(L, y)} \sum_{0 \leq i \leq \mu_{0}(y)} a_{i} L^{i}
$$

where $a_{i} \in K_{1}[\varepsilon]$ for all $i$. Note that $a_{i}$ depends on the coefficients $l_{0}, \ldots, l_{n}$ of the linear form $L$. So we shall denote also $a_{i}=a_{i}\left(l_{0}, \ldots, l_{n}\right)$.

LEMMA 3 Let $L$ be an arbitrary linear form which is not vanishing in any point of type (i) of the variety of solutions of system (2). Let $\mathrm{l}_{\varepsilon}\left(a_{\mu_{0}(y)}\left(l_{0}, \ldots, l_{n}\right)\right)$ be leading coefficient of the polynomial $a_{\mu_{0}(y)}\left(l_{0}, \ldots, l_{n}\right)$ in $\varepsilon$. Then the polynomial

$$
\varepsilon^{\iota_{1}(L, y)} a_{\mu_{0}(y)}\left(l_{0}, \ldots, l_{n}\right) / \operatorname{lc}_{\varepsilon}\left(a_{\mu_{0}(y)}\left(l_{0}, \ldots, l_{n}\right)\right)
$$

does not depend on the choice of $L$. Besides that,

$$
\iota_{1}(L, y)+\operatorname{deg}_{\varepsilon} a_{\mu_{0}(y)}\left(l_{0}, \ldots, l_{n}\right)=(2 d n+2 n-1)(2 d+1)^{n-2}
$$

PROOF Represent the polynomial $D(y)=D_{1} D_{2}$ where the polynomial $D_{1}$ (respectively $D_{2}$ ) is equal to $\prod_{j \in J^{\prime}} \sum_{1 \leq i \leq n} U_{i} \eta_{i}^{(j)}$ (respectively $\prod_{j \in J^{\prime \prime} \cup J^{\prime \prime \prime}} \sum_{0 \leq i \leq n} U_{i} \eta_{i}^{(j)}$ up to a factor from $K_{1}[\varepsilon]$. Hence, by Corollary 3 we can choose these factors such that $D_{1} \in K_{1}\left[U_{0}, \ldots, U_{n}\right]$ and $D_{2} \in K_{1}\left[\varepsilon^{(0)}, \varepsilon^{(1)}, U_{0}, \ldots, U_{n}\right]$. Represent

$$
D_{2}=\sum_{0 \leq i \leq \mu_{0}(y)} A_{i} U_{0}^{i}
$$

where all $A_{i} \in K_{1}\left[\varepsilon^{(0)}, \varepsilon^{(1)}, U_{1}, \ldots, U_{n}\right]$ are homogeneous polynomials in $U_{1}, \ldots$, $U_{n}$ with $\operatorname{deg}_{U_{1}, \ldots, U_{n}} A_{i}=\mu_{0}(y)-i$. In particular $A_{\mu_{0}(y)} \in K_{1}\left[\varepsilon^{(0)}, \varepsilon^{(1)}\right]$. Now we get immediately that

$$
\varepsilon^{l_{1}(L, y)} a_{\mu_{0}(y)}\left(l_{0}, \ldots, l_{n}\right)=D_{1}\left(-l_{1}, \ldots,-l_{n}\right) A_{\mu_{0}(y)}(1, \varepsilon)
$$

The first assertion of the lemma follows from this equality. The second assertion follows from the fact that $D(y)\left(0,1, U_{0}, \ldots, U_{n}\right)$ is the $U$-resultant of system (3). Hence,

$$
0 \neq A_{\mu_{0}(y)}\left(0, \varepsilon^{(1)}\right)=\left(\varepsilon^{(1)}\right)^{(2 d n+2 n-1)(2 d+1)^{n-2}} \alpha
$$

where $\alpha \in K_{1}$. The lemma is proved.
Set $\mu_{1}(L, y)=\operatorname{deg}_{\varepsilon} a_{\mu_{0}(y)}$.
Set $\mu_{2}(L, y)$ to be maximal $i$ such that $\varepsilon$ does not divide $a_{i}$. Note that $\mu_{2}(L, y)$ is the number of roots $\eta$ counting them with multiplicities of type (ii) or (iii) of system (2) such that $\left|\left(L / X_{0}\right)(\eta)\right|$ is not infinitely large relative to the field $C_{1}$. So $\mu_{2}(L, y) \geq \mu_{2}(y)$.

Set $\mu_{1}(y)=\mu_{1}\left(y_{2}, \ldots, y_{n}\right)=\max _{L} \mu_{1}(L, y)$ where the maximum is taken over all linear forms $L$ for which $\mu_{1}(L, y)$ is defined.

Note that $\mu_{0}(y), \mu_{1}(L, y), \mu_{2}(L, y)$ can be computed within the time polynomial in $d^{n}$ and the size of input including $L$.

Let $L$ be a linear form which is not vanishing in any point of type (i) of the variety of solutions of system (2). Consider $G(y)$ as a polynomial in $\varepsilon, L$. Let $\left(u_{0}, v_{0}\right),\left(u_{1}, v_{1}\right), \ldots,\left(u_{r}, v_{r}\right)$ be subsequent vertices of the Newton polygon of $G(y)$, cf. [6], in the coordinates $(\varepsilon, L)$ such that

- $\left(u_{0}, v_{0}\right)=\left((2 d n+2 n+1)(2 d+1)^{n-2}, \mu_{0}(y)\right)$,
- $u_{i+1}<u_{i}$ for $0 \leq i \leq r-1$,
- $u_{r}=\iota_{1}(L, y)$.

Such a sequence exists by Lemma 3 and by the definition of $\iota_{1}(L, y)$. So $r \geq 0$. Besides that, our definitions imply

- $v_{1} \leq v_{0}$ and $v_{i+1}<v_{i}$ for $1 \leq i \leq r-1$,
- $u_{0}-u_{r}=\mu_{1}(L, y)$,
- $v_{r}=\mu_{2}(L, y) \geq 2$.

Define $\left(u_{r+1}, v_{r+1}\right)=(0,0)$. We shall denote also $u_{i}=u_{i}(L, y), v_{i}=v_{i}(L, y)$ and $r=r(L, y)$ when the dependence on $L$ and $y$ will be important.

For a linear form $L$ as above and $y$ define $w_{i}=w_{i}(L, y) \in \mathbb{Q}, 0 \leq i \leq \mu_{0}(y)$ by the following conditions

- $w_{\mu_{0}(y)}=u_{0}$ if $v_{1}<v_{0}$,
- $w_{\mu_{0}(y)}=u_{1}$ if $v_{1}=v_{0}$,
- $w_{i}=u_{j+1}+\left(u_{j}-u_{j+1}\right)\left(i-v_{j+1}\right) /\left(v_{j}-v_{j+1}\right)$ if $v_{j+1} \leq i \leq v_{j}$ and $1 \leq j \leq r$.

Hence, the points with the coordinates $\left(w_{i}, i\right), \mu_{2}(L, y) \leq i \leq \mu_{0}(y)$ belong to the Newton broken line of the polynomial $G(y)$. Set

$$
w=w(L, y)=\left(w_{0}(L, y), \ldots, w_{\mu_{0}(y)}(L, y)\right) \in \mathbb{Q}^{\mu_{0}(y)+1}
$$

Define a partial order on $\mathbb{Q}^{\mu_{0}(y)+1}$ in the following way. Let $z=\left(z_{0}, \ldots\right.$, $\left.z_{\mu_{0}(y)}\right)$ and $z^{\prime}=\left(z_{0}^{\prime}, \ldots, z_{\mu_{0}(y)}^{\prime}\right)$ be two elements of $\mathbb{Q}^{\mu_{0}(y)+1}$. Then $z \geq z^{\prime}$ if and only if $z_{i} \geq z_{i}^{\prime}$ for all $0 \leq i \leq \mu_{0}(y)$.

LEMMA 4 Set $N_{1}=(2 d+2)(2 d+1)^{n-1} n+1$. Then there is a linear form $L_{1} \in \mathcal{L}_{N_{1}}$ such that $L_{1}$ is not vanishing in any point of type (i) of the variety of solutions of system (2) and

$$
w\left(L_{1}, y\right) \leq w(L, y)
$$

for every linear form $L$ as above. Further, there is a family of at most $(2 d+$ $2)(2 d+1)^{n-1}$ hyperplanes in $(n+1)$-dimensional space such that if coefficients of an arbitrary linear form $L$ does not belong to this union then $L$ is not vanishing in any point of type (i) of the variety of solutions of system (2) and

$$
w(L, y)=w\left(L_{1}, y\right)
$$

PROOF We shall use the notations from the proof of Lemma 3. The form $L$ is not vanishing in any point of type (i) of the variety of solutions of system (2) if and only if $\sum_{1 \leq i \leq n} l_{i} \eta_{i}^{(j)} \neq 0$ for all $j \in J^{\prime}$. In what follows in the proof of the lemma we shall suppose that $L=\sum_{0 \leq i \leq n} l_{i} X_{i}$ is not vanishing in any point of type (i) of the variety of solutions of system (2)

Let $\operatorname{ord}_{\varepsilon}: \overline{C_{2}} \rightarrow \mathbb{Q} \cup\{+\infty\}$ be the order function. Recall that $\operatorname{ord}_{\varepsilon}(a)$ is the exponent of the term of the least degree in the expansion of $a$ in fractional power series in $\varepsilon$ with coefficients in $\overline{C_{1}}$.

By Lemma 3 (or directly considering the Newton broken line of the polynomial $G(y)$ ) we get that $u_{r}(L, y)$ is minimal for the linear form $L$ if and only if $\operatorname{ord}_{\varepsilon}\left(a_{\mu_{0}(y)}\left(l_{0}, \ldots, l_{n}\right)\right)$ is maximal for this linear form $L$.

We have $G(y)=\varepsilon^{l_{1}(L, y)} a_{\mu_{0}(y)}\left(l_{0}, \ldots, l_{n}\right) \prod_{j \in J^{\prime \prime} \cup J^{\prime \prime \prime}}\left(L-\left(L / X_{0}\right)\left(\eta^{(j)}\right)\right)$ where $\eta^{(j)}=\left(\eta_{0}^{(j)}: \ldots: \eta_{n}^{(j)}\right)$ is the family of all roots (counting them with multiplicities) of types (ii) or (iii) of system (2) in $\mathbb{P}^{n}\left(\overline{C_{2}}\right)$. Let $b_{j}, 0 \leq j \leq \mu_{0}(y)$, be the coefficient of the polynomial $\prod_{j \in J^{\prime \prime} \cup J^{\prime \prime \prime}}\left(L-\left(L / X_{0}\right)\left(\eta^{(j)}\right)\right)$ in the monomial $L^{j}$. Then by the definition of $\iota_{1}(L, y)$ we have

$$
\operatorname{ord}_{\varepsilon}\left(a_{\mu_{0}(y)}\left(l_{0}, \ldots, l_{n}\right)\right)=-\min _{0 \leq j \leq \mu_{0}(y)} \operatorname{ord}_{\varepsilon}\left(b_{j}\right) .
$$

Further,

$$
\begin{aligned}
& \min _{0 \leq j \leq \mu_{0}(y)} \operatorname{ord}_{\varepsilon}\left(b_{j}\right)= \min _{0 \leq c \leq \mu_{0}(y), c \in \mathbb{Z}} \operatorname{ord}_{\varepsilon} \prod_{j \in J^{\prime \prime} \cup J^{\prime \prime \prime}}\left(c-\left(L / X_{0}\right)\left(\eta^{(j)}\right)\right)= \\
& \min _{0 \leq c \leq \mu_{0}(y), c \in \mathbb{Z}} \sum_{j \in J^{\prime \prime \prime} \cup J^{\prime \prime \prime}} \operatorname{ord}_{\varepsilon}\left(c-\left(L / X_{0}\right)\left(\eta^{(j)}\right)\right) .
\end{aligned}
$$

There is an integer $0 \leq c_{0} \leq \mu_{0}(y)$ such that for every linear form $L$ for every $j \in J^{\prime \prime \prime}$

$$
0=\operatorname{ord}_{\varepsilon}\left(c_{0}-\left(L / X_{0}\right)\left(\eta^{(j)}\right)\right)=\min _{0 \leq i \leq n} \operatorname{ord}_{\varepsilon}\left(\eta_{i}^{(j)} / \eta_{0}^{(j)}\right)
$$

Further, if $j \in J^{\prime \prime}$ then $\operatorname{ord}_{\varepsilon}\left(c_{0}-\left(L / X_{0}\right)\left(\eta^{(j)}\right)\right) \geq \min _{0 \leq i \leq n} \operatorname{ord}_{\varepsilon}\left(\eta_{i}^{(j)} / \eta_{0}^{(j)}\right)$ and the equality takes place here if and only if

$$
\begin{equation*}
\operatorname{ord}_{\varepsilon}\left(L / X_{0}\right)\left(\eta^{(j)}\right)=\min _{0 \leq i \leq n} \operatorname{ord}_{\varepsilon}\left(\eta_{i}^{(j)} / \eta_{0}^{(j)}\right), \tag{4}
\end{equation*}
$$

i.e. when the coefficients of $L$ does not belong to some hyperplane in $(n+1)-$ dimensional space. Hence, if (4) holds for all $j \in J^{\prime \prime}$ then $\operatorname{ord}_{\varepsilon}\left(a_{\mu_{0}(y)}\left(l_{0}, \ldots, l_{n}\right)\right)$ is maximal. The Newton broken line $\left(u_{i}, v_{i}\right), 1 \leq i \leq r$ of the polynomial $G(y)$ is completely defined by the orders of its roots $\left(L / X_{0}\right)\left(\eta^{(j)}\right), j \in J^{\prime \prime}$ and the order of its leading coefficient $a_{\mu_{0}(y)}\left(l_{0}, \ldots, l_{n}\right)$. Thus, if the equalities (4) hold for all $j \in J^{\prime \prime}$ then $w(L, y)$ is the least possible. Now note that (4) holds for every $j \in J^{\prime \prime}$ if and only if the coefficients of $L$ do not belong to the union of at
most \# $J^{\prime \prime}$ hyperplanes in $(n+1)$-dimensional space. Hence the required linear form $L_{1}$ can be chosen from $\mathcal{L}_{N_{1}}$. The lemma is proved.

Define $r(y)=r\left(L_{1}, y\right), u_{i}(y)=w\left(L_{1}, y\right), v_{i}(y)=w\left(L_{1}, y\right)$ for $1 \leq i \leq r(y)+1$ and $w(y)=w\left(L_{1}, y\right)$ where $L_{1}$ is a linear form from the formulation of Lemma 4. So $\mu_{1}(y)=u_{0}(y)-u_{r(y)}(y)$ by our definitions.

Define $\mu(y)=\left(\mu_{0}(y), w(y)\right) \in \mathbb{Z} \times \mathbb{Q}^{\mu_{0}(y)+1}$.
Consider (2) as a system in $\varepsilon^{(0)}, \varepsilon^{(1)}$ and $X_{0}, \ldots, X_{n}$ with coefficients in the field $K_{1}$. Then it has solutions in the product of projective spaces $\left(\mathbb{P}^{1} \times \mathbb{P}^{n}\right)\left(\overline{C_{1}}\right)$ with the coordinates $\left(\left(\varepsilon^{(0)}: \varepsilon^{(1)}\right),\left(X_{0}: \ldots: X_{n}\right)\right)$. Denote by $\mathcal{W}$ the union of all irreducible components $W$ of the variety of solutions of $(2)$ in $\left(\mathbb{P}^{1} \times \mathbb{P}^{n}\right)\left(\overline{C_{1}}\right)$ such that $W$ is not contained in a hyperplane $\mathcal{Z}\left(c_{0} \varepsilon^{(0)}+c_{1} \varepsilon^{(1)}\right)$ for any $c_{0}, c_{1} \in \overline{C_{1}}$. On the other hand, consider system (2) over the field $C_{2}$ and recall that $\mathcal{W}^{\prime}$ is the variety of solutions of system (2) in $\mathbb{P}^{n}\left(\overline{C_{2}}\right)$. Then, see [5] or [3], Corollary 4.1, every irreducible components $W$ of $\mathcal{W}$ corresponds bijectively by localization to the irreducible component $W^{\prime}$ defined over the field $C_{1}(\varepsilon)$ of the variety $\mathcal{W}^{\prime}$. Thus, every irreducible components $W$ of $\mathcal{W}$ corresponds to the subset of solutions of (2) contained in $W^{\prime}$. Note that if $W^{\prime}$ is fixed then one of the following conditions hold

- for every $\eta \in W^{\prime}$ the solution $\eta$ is of type (i),
- for every $\eta \in W^{\prime}$ the solution $\eta$ is of type (ii) or (iii).

Besides that, all considered components $W$ are curve, i.e. $\operatorname{dim} W=1$.
Denote by $\mathcal{V}=\mathcal{V}(y)$ the union of all irreducible components $W$ of $\mathcal{W}$ which corresponds to the solution of (2) of type (ii) or (iii). Then the intersection $\mathcal{V} \cap \mathcal{Z}\left(X_{0}\right)$ is not infinite by Corollary 3 and since $\operatorname{dim} \mathcal{V}=1$ is a curve.

Consider a linear form $L \in \mathbb{Z}\left[X_{0}, \ldots, X_{n}\right]$ such that
(a) $L$ is not vanishing in any point of $\mathcal{W}^{\prime}$ of type (i),
(b) $L$ is not vanishing in any point of $\mathcal{V} \cap \mathcal{Z}\left(X_{0}\right)$.

One can verify whether a linear form $L$ satisfies to (a) and (b) within the time polynomial in $d^{n}$ and the size of input including $L$. Besides that for every $y$, such a linear form $L$ can be chosen from a set $\mathcal{L}_{N_{2}}$ with $N_{2}$ bounded from above by a polynomial in $d^{n}$.

LEMMA 5 Let $L$ be a linear form satisfying condition (a), hence, $w(L, y)$ is defined. Then $w(L, y)=w(y)$ if and only if $L$ satisfies condition (b).

PROOF We shall use one fact from the proof of Lemma 4. Let $\zeta_{0}^{(j)}, \ldots, \zeta_{n}^{(j)} \in$ $\overline{K_{2}}$ be such that

$$
\zeta^{(j)}=\left(\zeta_{0}^{(j)}: \ldots: \zeta_{n}^{(j)}\right)=\left(\eta_{0}^{(j)}: \ldots: \eta_{n}^{(j)}\right) \in \mathbb{P}^{n}\left(\overline{K_{2}}\right),
$$

$\operatorname{ord}_{\varepsilon}\left(\zeta_{i}^{(j)}\right) \geq 0$ for every $0 \leq i \leq n$ and there exists $1 \leq i_{0} \leq n$ such that $\operatorname{ord}_{\varepsilon}\left(\zeta_{i}^{(j)}\right)=0$ for every $j \in J^{\prime \prime}$. Now let a linear form $L=\sum_{0 \leq i \leq n} l_{i} X_{i}$ satisfies conditions (a) and (b). We have

$$
\mathcal{V} \cap \mathcal{Z}\left(X_{0}\right)=\left\{\mathrm{st}_{\varepsilon}\left(\zeta^{(j)}\right): j \in J^{\prime \prime}\right\}
$$

where $\mathrm{st}_{\varepsilon}: \mathbb{P}^{n}\left(\overline{C_{2}}\right) \rightarrow \mathbb{P}^{n}\left(\overline{C_{1}}\right)$ is the mapping of the standard part, see [3], [4]. Hence, $0 \notin L\left(\mathcal{V} \cap \mathcal{Z}\left(X_{0}\right)\right)$ if and only if for every $j \in J^{\prime \prime}$ the equality $\operatorname{ord}_{\varepsilon}\left(\sum_{0 \leq i \leq n} l_{i} \zeta_{i}^{(j)}\right)=0$ holds, i.e. if and only if

$$
\operatorname{ord}_{\varepsilon}\left(\sum_{0 \leq i \leq n} l_{i} \zeta_{i}^{(j)}\right)=\min _{0 \leq i \leq n} \operatorname{ord}_{\varepsilon}\left(\zeta_{i}^{(j)}\right)
$$

for every $j \in J^{\prime \prime}$. This is equivalent to the condition that for every $j \in J^{\prime \prime}$ the equality

$$
\operatorname{ord}_{\varepsilon}\left(\left(L / X_{0}\right)\left(\eta^{(j)}\right)\right)=\min _{0 \leq i \leq n} \operatorname{ord}_{\varepsilon}\left(\left(X_{i} / X_{0}\right)\left(\eta^{(j)}\right)\right)
$$

holds. It was ascertained in the proof of Lemma 4 that this is equivalent to the equality $w(L, y)=w(y)$. The lemma is proved.

LEMMA 6 Let $L$ be a linear form satisfying conditions (a) and (b). Denote by $\Lambda_{1}=K_{1}\left[\mathcal{V} \backslash \mathcal{Z}\left(X_{0}\right)\right]$ the ring of regular functions of the algebraic variety $\mathcal{V} \backslash \mathcal{Z}\left(X_{0}\right)$ and by $\Lambda_{2}=K_{1}\left[\varepsilon,\left(L / X_{0}\right) \mid \mathcal{V} \backslash \mathcal{Z}\left(X_{0}\right)\right]$ the subalgebra of $\Lambda_{1}$ generated by the regular functions $\varepsilon$ and $L / X_{0}$. Then $\Lambda_{2} \subset \Lambda_{1}$ is a finite extension of algebras. Besides that, the isomorphism

$$
\Lambda_{2} \longrightarrow K_{1}\left[Z_{1}, Z_{2}\right] /\left(H(y)\left(Z_{1}, Z_{2}\right)\right)
$$

holds where $Z_{1}, Z_{2}$ are new variables, $H(y) \in K_{1}[\varepsilon, L]$ is the polynomial introduced previously and $\varepsilon \mapsto Z_{1} \bmod H(y)\left(Z_{1}, Z_{2}\right), L \mapsto Z_{2} \bmod H(y)\left(Z_{1}, Z_{2}\right)$ under this isomorphism.

PROOF There is an integer $\lambda$ such that $\varepsilon^{(0)}+\lambda \varepsilon^{(1)}$ is not vanishing in any point of $\mathcal{V} \cap \mathcal{Z}\left(X_{0}\right)$. Consider the rational morphism $\pi: \mathbb{P}^{1} \times \mathbb{P}^{n} \rightarrow \mathbb{P}^{2}$ defined by the formula

$$
\left(\left(\varepsilon^{(0)}: \varepsilon^{(1)}\right),\left(X_{0}: \ldots: X_{n}\right)\right) \mapsto\left(\left(\varepsilon^{(0)}+\lambda \varepsilon^{(1)}\right) L: \varepsilon^{(1)} X_{0}: \varepsilon^{(0)} X_{0}\right)
$$

By the choice of $L$ and $\lambda$ the morphism $\pi$ is defined everywhere on $\mathcal{V}$. The inverse image $(\pi \mid \mathcal{V})^{-1}(z)$ is finite for every point $z \in \pi(\mathcal{V})$. Thus, $\pi(\mathcal{V})$ is closed in the Zariski topology and the morphism

$$
\left.\pi\right|_{\mathcal{V}}: \mathcal{V} \rightarrow \pi(\mathcal{V})
$$

is finite. So the coordinates functions $\left.\left(X_{i} / X_{0}\right)\right|_{\mathcal{V} \backslash \mathcal{Z}\left(X_{0}\right)}$ of the algebraic variety $\mathcal{V} \backslash \mathcal{Z}\left(X_{0}\right)$ (they are regular functions on this variety) are integral over the algebra $K_{1}\left[\varepsilon,\left((1+\lambda \varepsilon) L / X_{0}\right) \mid \mathcal{V} \backslash \mathcal{Z}\left(X_{0}\right)\right]$ for all $i$. Hence, these coordinates functions are also integral over the algebra $K_{1}\left[\varepsilon,\left.\left(L / X_{0}\right)\right|_{\mathcal{V} \backslash \mathcal{Z}\left(X_{0}\right)}\right]$. The last statement of the lemma follows directly from the definitions of the algebraic variety $\mathcal{V}$ and the polynomial $H(y)$. The lemma is proved.

COROLLARY 5 Let $L$ be a linear form satisfying conditions (a) and (b). Then $\mu_{2}(L, y)=\mu_{2}(y)$.

PROOF The number of solutions $\eta$ of (2) of types (ii) or (iii) for which $\left(L / X_{0}\right)(\eta)$ is not infinitely large relative to the field $C_{1}$ is equal to $\mu_{2}(L, y)$. Further, by the proved assertion about integral dependence of coordinates functions if $\left(L / X_{0}\right)(\eta)$ is not infinitely large (respectively is infinitely large ) relative to field $C_{1}$ then $\left(X_{i} / X_{0}\right)(\eta)$ is not infinitely large for all $1 \leq i \leq n$ (respectively is infinitely large for at least one $1 \leq i \leq n)$. Thus, we have $\mu_{2}(y)=\mu_{2}(L, y)$. The corollary is proved.

LEMMA 7 Let $L$ be a linear form satisfying conditions (a) and (b). Then $\eta$ is a root of type (iii) (respectively (ii)) of system (2) if and only if $\left|\left(L / X_{0}\right)(\eta)\right|$ is not infinitely large (respectively is infinitely large) relative to the field $C_{1}$. Besides that, the family of roots counting with multiplicities of the polynomial $G(y)$ coincides with the family of values $\left\{\left(L / X_{0}\right)\left(\eta^{(j)}\right)\right\}_{j \in J^{\prime \prime} \cup J^{\prime \prime \prime}}$ where $\left\{\eta^{(j)}\right\}_{j \in J^{\prime \prime} \cup J^{\prime \prime \prime}}$ is a family of all roots of types (ii) or (iii) of system (2).

PROOF The first assertion follow directly from definitions. The second one was already ascertained in the proof of Lemma 4. The lemma is proved.

Let $Y_{2}, \ldots, Y_{n}$ be new variables. Denote $Y=\left(Y_{2}, \ldots, Y_{n}\right)$. Thus, we have $\mu_{0}(Y) \geq \mu_{0}(y), w(L, Y) \leq w(L, y)$ for every $y$.

The $U$-resultant

$$
D(Y) \in R\left[Y_{2}, \ldots, Y_{n}, \varepsilon^{(0)}, \varepsilon^{(1)}, U_{0}, \ldots, U_{n}\right]
$$

is a polynomial in $Y_{2}, \ldots, Y_{n}$. Note that the degree of $D(Y)$ in $Y_{2}, \ldots, Y_{n}$ is bounded from above by a polynomial in $d^{n}$.

LEMMA 8 For an arbitrary $y$ there is a polynomial $\Phi_{2}(y) \in R\left[Y_{2}, \ldots, Y_{n}\right]$ with the degree bounded from above by a polynomial in $d^{n}$ such that $\Phi_{2}(y)\left(y_{2}, \ldots, y_{n}\right) \neq$ 0 and if $y^{\prime}=\left(y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \in \mathbb{A}^{(n-1)}\left(K_{3}\right), \Phi_{2}(y)\left(y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \neq 0$ (where $K_{3}$ is an arbitrary extension of $\left.C_{2}\right)$ then $\mu_{0}\left(y^{\prime}\right) \geq \mu_{0}(y)$ and if $\mu_{0}\left(y^{\prime}\right)=\mu_{0}(y)$ then $w\left(y^{\prime}\right) \leq w(y)$.

PROOF Let $L$ be a linear form satisfying the condition (a) for $y$ and such that $w(L, y)=w(y)$. By Corollary 3 the linear form $L$ satisfies the condition (a) for $y^{\prime}$ if $y^{\prime}$ belongs to an open in the Zariski topology neighborhood of the point $y$ which is a set of all non-zeros of a polynomial from $R\left[Y_{2}, \ldots, Y_{n}\right]$ with the degree bounded from above by a polynomial in $d^{n}$. We have $\iota_{0}\left(y^{\prime}\right) \leq \iota_{0}(y)$ if $y^{\prime}$ belongs to a neighborhood $U_{0}(y)$ in the Zariski topology of $y$. Hence then $\mu_{0}\left(y^{\prime}\right) \geq \mu_{0}(y)$. Further, there is a neighborhood $U_{1}(y)$ in the Zariski topology of $y$ such that if $y^{\prime} \in U_{1}(y)$ and $\mu_{0}\left(y^{\prime}\right)=\mu_{0}(y)$ then $w\left(L, y^{\prime}\right) \leq w(L, y)$ and hence, $w\left(y^{\prime}\right) \leq w(y)$. The considered neighborhoods $U_{i}(y), i=0,1$, as it follows from our definitions can be chosen as sets of all non-zeros of some polynomials from $R\left[Y_{2}, \ldots, Y_{n}\right]$ with the degree bounded from above by a polynomial in $d^{n}$. Now the required assertions follows from Lemma 7. The lemma is proved.

COROLLARY 6 For an arbitrary $y$ and a linear form L satisfying (a), (b) for $y$ there is a polynomial $\Phi_{3}(y) \in R\left[Y_{2}, \ldots, Y_{n}\right]$ with the degree bounded from above by a polynomial in $d^{n}$ such that $\Phi_{3}(y)\left(y_{2}, \ldots, y_{n}\right) \neq 0$ and if $y^{\prime}=\left(y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \in$ $\mathbb{A}^{(n-1)}\left(K_{3}\right), \Phi_{3}(y)\left(y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \neq 0$ (where $K_{3}$ is an arbitrary extension of $\left.C_{2}\right)$ then the linear form $L$ satisfies (a) for $y^{\prime}$ one of the conditions is fulfilled

- $\mu_{0}\left(y^{\prime}\right)>\mu_{0}(y)$,
- $\mu_{0}\left(y^{\prime}\right)=\mu_{0}(y)$ and $w\left(L, y^{\prime}\right) \leq w(L, y)$.

PROOF This statement was ascertained in the proof of lemma.

LEMMA 9 There are non-empty open in the Zariski topology subsets $U_{0}, U_{1}$ in $\mathbb{A}^{(n-1)}\left(C_{1}\right)$ and non-negative such that $U_{1} \subset U_{0}$

- $y \in U_{0}$ if and only if $\mu_{0}(y)=\mu_{0}(Y)$,
- $y \in U_{1}$ if and only if $\mu_{0}(y)=\mu_{0}(Y)$ and $w(y)=w(Y)$.

Besides that, $\mu_{0}(Y)=(2 d+2)(2 d+1)^{n-1}$.

PROOF We have $\mu_{0}(Y)=(2 d+2)(2 d+1)^{n-1}$ by our definitions and Corollary 3 . Set $Y_{i}-y_{i}, 2 \leq i \leq n$, to be algebraically independent infinitesimals relative to the field $K_{1}$. Then all the required assertions follows from Lemma 8 . The lemma is proved.

COROLLARY 7 For any $y$ if $\mu_{0}(y)=\mu_{0}(Y)$ then $\iota_{0}(y)=0$.

PROOF This follows from Corollary 3 and the definition of $\mu_{0}(Y)$.
Let $\varepsilon>0$ be an infinitesimal relative to the field $R_{1}$, the element $\varepsilon_{1}$ be an infinitesimal relative to the field $R_{1}(\varepsilon)$ and $\varepsilon_{2}$ be an infinitesimal relative to the field $R_{1}\left(\varepsilon, \varepsilon_{1}\right)$. The algebraic closure $\overline{R_{1}\left(\varepsilon, \varepsilon_{1}, \varepsilon_{2}\right)}$ is supplied with the real structure. So we can consider systems of polynomial equations and inequalities with squares of absolute values, see [3], [4]. Namely, consider the system of polynomial equations in $X_{0}, X_{1}, \ldots, X_{n}, Y_{2}, \ldots, Y_{n}$

$$
\left\{\begin{array}{l}
h=0,  \tag{5}\\
\frac{\partial h}{\partial X_{i}}-Y_{i} \frac{\partial h}{\partial X_{1}}=0, \quad 2 \leq i \leq n, \\
\sum_{2 \leq i \leq n}\left|Y_{i}-y_{i}\right|^{2}=\varepsilon_{2}, \\
\sum_{0 \leq i \leq n}\left|X_{i}\right|^{2}>\varepsilon_{1}^{-1}, \\
X_{0}=1
\end{array}\right.
$$

LEMMA 10 (i) If $\mu_{0}(Y)>\mu_{0}(y)$ then system (5) has a solution in the affine space $\mathbb{A}^{2 n}\left(\overline{R_{1}\left(\varepsilon, \varepsilon_{1}, \varepsilon_{2}\right)}\right)$.
(ii) Let $\left(1, \eta_{1}, \ldots, \eta_{n}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \in \mathbb{A}^{2 n}\left(\overline{R_{1}\left(\varepsilon, \varepsilon_{1}, \varepsilon_{2}\right)}\right)$ be an arbitrary solution of (5). Then $\mu_{0}\left(y^{\prime}\right)>\mu_{0}(y)$.

PROOF Choose the elements $y_{i}^{\prime} \in \overline{R_{1}\left(\varepsilon_{2}\right)}, 2 \leq i \leq n$, such that

- $\sum_{2 \leq i \leq n}\left(y_{i}^{\prime}-y_{i}\right)^{2}=\varepsilon_{2}$,
- $\left(y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \in U_{0}$,
and set $y^{\prime}=\left(y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right)$. Let $L$ be a linear form satisfying (a) and (b) simultaneously for $y, y^{\prime}$ and the variables $Y$.

Let $\mu_{0}(Y)>\mu_{0}(y)$. Then the degree $\operatorname{deg}_{L} G\left(y^{\prime}\right)>\operatorname{deg}_{L} G(y)$. The coefficients of both polynomials $D\left(y^{\prime}\right)$ and $D(y)$ are obtained from coefficients of $D(Y)$ by substituting the values $Y_{i}=y_{i}$ and $Y_{i}=y_{i}^{\prime}$ respectively. The coefficient of $G(Y)$ in $L^{i}$ can be represented as a polynomial $\psi_{i}\left(Z_{2}, \ldots, Z_{n}\right)$ in $Z_{j}=Y_{j}-y_{j}$, $2 \leq j \leq n$. So by our definitions if $i>\operatorname{deg}_{L} G(y)$ then the free term of the polynomial $\psi_{i}$ is equal to zero. Hence there is a root $L=\lambda^{\prime} \in \overline{R_{1}\left(\varepsilon, \varepsilon_{2}\right)}$ of the polynomial $G\left(y^{\prime}\right)$ such that $\left|\lambda^{\prime}\right|$ is infinitely large relative to the field $\overline{R_{1}\left(\varepsilon, \varepsilon_{1}\right)}$. By Lemma 6 , there are $\eta_{1}, \ldots, \eta_{n} \in \overline{R_{1}\left(\varepsilon, \varepsilon_{2}\right)}$ such that $L\left(1, \eta_{1}, \ldots, \eta_{n}\right)=\lambda^{\prime}$ and $\left(1, \eta_{1}, \ldots, \eta_{n}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right)$ is the required solution of (5). The assertion (i) is proved.

Suppose that there is a solution

$$
\left(1, \eta_{1}, \ldots, \eta_{n}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \in \mathbb{A}^{2 n}\left(\overline{R_{1}\left(\varepsilon, \varepsilon_{1}, \varepsilon_{2}\right)}\right)
$$

of (5). We shall assume without loss of generality that the linear form $L$ as previously satisfies (a), (b) simultaneously for $Y, y$ and $y^{\prime}$. Since $y_{i}^{\prime}-y_{i}$ are infinitesimals we have by Lemma $8 \mu_{0}\left(y^{\prime}\right) \geq \mu_{0}(y)$. Suppose that $\mu_{0}\left(y^{\prime}\right)=\mu_{0}(y)$. Then there is a polynomial $\Psi \in R_{1}(\varepsilon)\left[L, Z_{2}, \ldots, Z_{n}\right]$ of the degree $\operatorname{deg} \Psi_{L} \leq$ $\mu_{0}(y)$ such that $\Psi(L, 0, \ldots, 0)=0$ and

$$
\begin{equation*}
G\left(y^{\prime}\right)=\varepsilon^{\iota_{1}(L, y)-\iota_{1}\left(L, y^{\prime}\right)} G(y)+\Psi\left(L, y_{2}^{\prime}-y_{2}, \ldots, y_{n}^{\prime}-y_{n}\right) \tag{6}
\end{equation*}
$$

All the roots of the polynomial $G(y) \in R_{2}[L]$ (considered as a polynomial in $L$ ) are not infinitely large relative to the field $R_{1}(\varepsilon)$. Hence (6) implies that all the roots of the polynomial $G\left(y^{\prime}\right)$ are also not infinitely large relative to the field $R_{1}(\varepsilon)$. Now by Lemma 6 , we get that $\sum_{0 \leq i \leq n}\left|\eta_{i}^{\prime}\right|^{2}$ is not infinitely large relative to field $R_{1}(\varepsilon)$. It is a contradiction. The assertion (ii) and the lemma are proved.

Let $\varepsilon_{0}>0$ be an infinitesimal relative to the field $R_{1}$, the element $\varepsilon_{1}$ be an infinitesimal relative to the field $R_{1}\left(\varepsilon_{0}\right)$, the element $\varepsilon_{2}>0$ be an infinitesimal relative to the field $R_{1}\left(\varepsilon_{0}, \varepsilon_{1}\right)$ and $\varepsilon_{3}>0$ be an infinitesimal relative to the field $R_{1}\left(\varepsilon_{0}, \varepsilon_{1}, \varepsilon_{2}\right)$. The algebraic closure $\overline{R_{1}\left(\varepsilon_{0}, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)}$ is supplied with the real structure.

Let $L$ be a linear form satisfying conditions (a) and (b) for $y$. Let $r=$ $r(L, y), 0 \leq j \leq r-1, u_{j}=u_{j}(L, y), u_{j+1}=u_{j+1}(L, y), v_{j}=v_{j}(L, y), v_{j+1}=$ $v_{j+1}(L, y)$. Consider the system of polynomial equations and inequalities in $\varepsilon, X_{0}, X_{1}, \ldots, X_{n}, Y_{2}, \ldots, Y_{n}$

$$
\begin{cases}h=0, & 2 \leq i \leq n  \tag{7}\\ \frac{\partial h}{\partial X_{i}}-Y_{i} \frac{\partial h}{\partial X_{1}}=0, \\ \sum_{2 \leq i \leq n}\left|Y_{i}-y_{i}\right|^{2}=\varepsilon_{1}, & \\ L \varepsilon_{3}=1, & \\ \varepsilon_{2} \varepsilon_{3}^{2\left(v_{j}-v_{j+1}\right) /\left(u_{j}-u_{j+1}\right)}<|\varepsilon|^{2}<\varepsilon_{0} \varepsilon_{3}^{2\left(v_{j}-v_{j+1}\right) /\left(u_{j}-u_{j+1}\right)}, \\ X_{0}=1 .\end{cases}
$$

LEMMA 11 Let $\mu_{0}(y)=\mu_{0}(Y)$.
(i) Let $0 \leq j \leq r-1, j \in \mathbb{Z}$. Let $r(L, Y) \geq j+1$ and $u_{i}=u_{i}(L, Y)$, $v_{i}=v_{i}(L, Y)$ for all $0 \leq i \leq j$,

$$
\frac{v_{j}-v_{j+1}}{u_{j}-u_{j+1}}=\frac{v_{j}(L, Y)-v_{j+1}(L, Y)}{u_{j}(L, Y)-u_{j+1}(L, Y)}
$$

$u_{j+1} \neq u_{j+1}(L, Y)$. Then system (7) has a solution in $\mathbb{A}^{2 n+1}\left(\overline{R_{1}\left(\varepsilon_{1}, \varepsilon_{3}\right)}\right)$.
(ii) Let

$$
\begin{equation*}
\left(\varepsilon^{\prime}, 1, \eta_{1}, \ldots, \eta_{n}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \in \mathbb{A}^{2 n+1}\left(\overline{R_{1}\left(\varepsilon_{0}, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)}\right) \tag{8}
\end{equation*}
$$

be an arbitrary solution of (7). Then $\mu_{0}\left(y^{\prime}\right)=\mu_{0}(Y)$ and $w\left(L, y^{\prime}\right)<$ $w(L, y)$.

PROOF We shall use the facts ascertained in the proof of Lemma 6. To prove (i) choose the elements $y_{i}^{\prime} \in \overline{R_{1}\left(\varepsilon_{1}\right)}, 2 \leq i \leq n$, such that

- $\sum_{2 \leq i \leq n}\left(y_{i}^{\prime}-y_{i}\right)^{2}=\varepsilon_{1}$,
- $w\left(y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right)=w(Y)$,
and set $y^{\prime}=\left(y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right)$. Let $G(y)=\sum_{i_{1}, i_{2} \geq 0} g_{i_{1}, i_{2}} \varepsilon^{i_{1}} L^{i_{2}}$ where all $g_{i_{1}, i_{2}} \in R_{1}$. Set

$$
\begin{aligned}
& A_{j}=\left\{\left(i_{1}, i_{2}\right) \in \mathbb{Z}^{2}:\left(v_{j+1}-v_{j}\right) i_{1}-\left(u_{j+1}-u_{j}\right) i_{2}=v_{j+1} u_{j}-u_{j+1} v_{j}\right\} \\
& G^{*}(y)=\sum_{\left(i_{1}, i_{2}\right) \in A_{j}} g_{i_{1}, i_{2}} \varepsilon^{i_{1}}
\end{aligned}
$$

So the set $A_{j}$ is the set of all integer points which are contained in the edge with the vertices $\left(u_{j+1}, v_{j+1}\right),\left(u_{j}, v_{j}\right)$ of Newton broken line of the polynomial $G(y)$. Similarly the polynomial $G^{*}\left(y^{\prime}\right)$ is defined. By the conditions of the lemma and since $w\left(y^{\prime}\right)=w(Y)$ there is a root $\varepsilon_{0}^{\prime} \in \overline{R_{1}\left(\varepsilon_{1}\right)}$ of $G^{*}\left(y^{\prime}\right)$ considered as polynomial in $\varepsilon$ such that $\varepsilon_{0}^{\prime}$ is infinitesimal relative to the field $\overline{R_{1}}$. Hence, $2 \varepsilon_{2}<\left|\varepsilon_{0}^{\prime}\right|^{2}<\varepsilon_{0} / 2$.

Considering the Newton polygon of the polynomial $G\left(y^{\prime}\right)$ relative to $\varepsilon$ and $L$ we get that there is a root of this polynomial in the field of fractional power series in $\varepsilon_{3}$ with coefficients in $\overline{R_{1}\left(\varepsilon_{1}\right)}$ such that

$$
\begin{equation*}
L=\varepsilon_{3}^{-1}, \quad \varepsilon=\varepsilon^{\prime}=\varepsilon_{0}^{\prime} \varepsilon_{3}^{\left(v_{j}-v_{j+1}\right) /\left(u_{j}-u_{j+1}\right)}+\sum_{1 \leq i \in \mathbb{Z}, i / \nu>\left(v_{j}-v_{j+1}\right) /\left(u_{j}-u_{j+1}\right)} \varepsilon_{i}^{\prime} \varepsilon_{3}^{i / \nu} \tag{9}
\end{equation*}
$$

where $0<\nu \in \mathbb{Z}$ and $\varepsilon_{i}^{\prime} \in \overline{R_{1}\left(\varepsilon_{1}\right)}$ for all $i$. Hence, $\varepsilon_{2} \varepsilon_{3}^{2\left(v_{j}-v_{j+1}\right) /\left(u_{j}-u_{j+1}\right)}<$ $|\varepsilon|^{2}<\varepsilon_{0} \varepsilon_{3}^{2\left(v_{j}-v_{j+1}\right) /\left(u_{j}-u_{j+1}\right)}$.

The polynomial $G\left(y^{\prime}\right)$ considered as a polynomial in the variables $L$ and $\varepsilon$ with coefficients in $\overline{R_{1}\left(\varepsilon_{1}\right)}$ is vanishing on the affine algebraic variety $\mathcal{V}\left(y^{\prime}\right) \backslash$ $\mathcal{Z}\left(X_{0}\right)$. More than that, by Lemma 6 there is a root (8) of system (7) such that the element $\varepsilon^{\prime}$ from (8) and (9) is the same. The assertion (i) is proved.

Conversely under conditions of (ii) $\mu_{0}\left(y^{\prime}\right)=\mu_{0}(y)$ and $w\left(L, y^{\prime}\right) \leq w(L, y)$ since $y^{\prime}$ belongs to the infinitesimal neighborhood of $y$. Further, by the similar $\operatorname{arguments}$ as in the proof of (i) we deduce that $\operatorname{deg}_{\varepsilon} G^{*}\left(y^{\prime}\right)>\operatorname{deg}_{\varepsilon} G^{*}(y)$. Hence $w\left(L, y^{\prime}\right)<w(L, y)$. The lemma is proved.

Let $L$ be a linear form satisfying conditions (a) and (b) for $y$. Let $r=r(L, y)$, $0 \leq j \leq r, u_{i}=u_{i}(L, y), v_{i}=v_{i}(L, y)$ for all $0 \leq i \leq r+1$. Set $u_{-1}=u_{0}+1$, $v_{-1}=v_{0}-1$. Consider the system of polynomial equations and inequalities in $\varepsilon, X_{0}, X_{1}, \ldots, X_{n}, Y_{2}, \ldots, Y_{n}$

$$
\begin{cases}h=0, & 2 \leq i \leq n,  \tag{10}\\ \frac{\partial h}{\partial X_{i}}-Y_{i} \frac{\partial h}{\partial X_{1}}=0, & \\ \sum_{2 \leq i \leq n}\left|Y_{i}-y_{i}\right|^{2}=\varepsilon_{1}, & \\ L \varepsilon_{3}=1, & \\ \varepsilon_{2}|\varepsilon|^{2}>\varepsilon_{3}^{2\left(v_{j}-v_{j+1}\right) /\left(u_{j}-u_{j+1}\right)} & \text { if } j \leq r-1, \\ |\varepsilon|^{2}<\varepsilon_{2} \varepsilon_{3}^{2\left(v_{j-1}-v_{j}\right) /\left(u_{j-1}-u_{j}\right)}, & \\ X_{0}=1 . & \end{cases}
$$

LEMMA 12 Let $\mu_{0}(y)=\mu_{0}(Y)$.
(i) Let $0 \leq j \leq r, j \in \mathbb{Z} . \operatorname{Letr}(L, Y) \geq j+1$ and $u_{i}=u_{i}(L, Y), v_{i}=v_{i}(L, Y)$ for all $0 \leq i \leq j$. Let $v_{0} \neq v_{1}$ if $j=0$. Let

$$
\frac{v_{j}-v_{j+1}}{u_{j}-u_{j+1}}>\frac{v_{j}(L, Y)-v_{j+1}(L, Y)}{u_{j}(L, Y)-u_{j+1}(L, Y)}
$$

if $j \leq r-1$. Then system (10) has a solution in $\mathbb{A}^{2 n+1}\left(\overline{R_{1}\left(\varepsilon_{1}, \varepsilon_{3}\right)}\right)$.
(ii) Let

$$
\begin{equation*}
\left(\varepsilon^{\prime}, 1, \eta_{1}, \ldots, \eta_{n}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \in \mathbb{A}^{2 n+1}\left(\overline{R_{1}\left(\varepsilon_{0}, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)}\right) \tag{11}
\end{equation*}
$$

be an arbitrary solution of (10). Then $\mu_{0}\left(y^{\prime}\right)=\mu_{0}(Y)$ and $w\left(L, y^{\prime}\right)<$ $w(L, y)$.

PROOF To prove (i) define $y^{\prime}$ as in the proof of Lemma 11. Since $u_{i}=$ $u_{i}(L, Y), v_{i}=v_{i}(L, Y)$ for all $0 \leq i \leq j$ the inequality

$$
\frac{v_{j}(L, Y)-v_{j+1}(L, Y)}{u_{j}(L, Y)-u_{j+1}(L, Y)}>\frac{v_{j-1}-v_{j}}{u_{j-1}-u_{j}}
$$

holds. Considering the Newton polygon of the polynomial $G\left(y^{\prime}\right)$ relative to $\varepsilon$ and $L$ we get that there is a root of this polynomial in the field of fractional power series in $\varepsilon_{3}$ with coefficients in $\overline{R_{1}\left(\varepsilon_{1}\right)}$ such that

$$
\begin{equation*}
L=\varepsilon_{3}^{-1}, \quad \varepsilon=\varepsilon^{\prime}=\sum_{i_{0} \leq i \in \mathbb{Z}} \varepsilon_{i}^{\prime} \varepsilon_{3}^{i / \nu} \tag{12}
\end{equation*}
$$

where $0<\nu \in \mathbb{Z}$,

$$
i_{0} / \nu<\left(v_{j}-v_{j+1}\right) /\left(u_{j}-u_{j+1}\right)
$$

if $j \leq r-1$,

$$
i_{0} / \nu>\left(v_{j-1}-v_{j}\right) /\left(u_{j-1}-u_{j}\right)
$$

$\varepsilon_{i}^{\prime} \in \overline{R_{1}\left(\varepsilon_{1}\right)}$ for all $i$ and $0 \neq \varepsilon_{i_{0}}^{\prime}$ is an infinitesimal relative to the field $R_{1}$. Hence, $\varepsilon_{2}|\varepsilon|^{2}>\varepsilon_{3}^{2\left(v_{j}-v_{j+1}\right) /\left(u_{j}-u_{j+1}\right)}$ if $j \leq r-1$ and $|\varepsilon|^{2}<\varepsilon_{2} \varepsilon_{3}^{2\left(v_{j-1}-v_{j}\right) /\left(u_{j-1}-u_{j}\right)}$.

The remaining part of the proof of the lemma is similar to one of Lemma 11. The lemma is proved.

Set $N_{3}=2(2 d+2)(2 d+1)^{n-1} n+1$. Then by Lemma 4 and Lemma 5 there is a linear form $L \in \mathcal{L}_{N_{3}}$ satisfying simultaneously the conditions (a) and (b) for $y$ and $Y$.

Now we shall describe an algorithm for constructing integers $z_{2}, \ldots, z_{n}$ with lengths $O(n \log d)$ such that $\mu_{0}(Y)=\mu_{0}\left(z_{2}, \ldots, z_{n}\right)$ and $w(Y)=w\left(z_{2}, \ldots, z_{n}\right)$. Choose integers $y_{2}, \ldots, y_{n}$ with lengths $O(n \log d)$, say, $y_{i}=0,2 \leq i \leq n$. So now $R_{1}=R$. Construct a solution of system (5) or ascertain that it has no solutions, see [3], [4] (here one use should condition (A) from the Introduction). In the case when system (5) has no solutions we have $\mu_{0}(Y)=\mu_{0}(y)$ by Lemma 10.

Let system (5) has a solution $\left(1, \eta_{1}, \ldots, \eta_{n}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \in \mathbb{A}^{2 n}\left(\overline{R\left(\varepsilon, \varepsilon_{1}, \varepsilon_{2}\right)}\right)$. Then $\mu_{0}\left(y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right)>\mu_{0}(y)$ by Lemma 10 . Let us show that we can construct subsequently $y_{2}^{\prime \prime}, \ldots, y_{n}^{\prime \prime} \in \mathbb{Z}$ such that $\mu_{0}\left(y_{2}^{\prime \prime}, \ldots, y_{i}^{\prime \prime}, y_{i+1}^{\prime}, \ldots, y_{n}^{\prime}\right) \geq$ $\mu_{0}\left(y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right)$ for every $2 \leq i \leq n$, c.f. the auxiliary algorithms from [3], [4]. Enumerating integer values $y_{2}^{\prime \prime}=0, \ldots, N$ where $N$ is bounded from above by a polynomial in $d^{n}$ and constructing each time $\mu_{0}\left(y_{2}^{\prime \prime}, y_{3}^{\prime}, \ldots, y_{n}^{\prime}\right)$ we shall find the required $y_{2}^{\prime \prime}$. The last fact follows from Lemma 8. In the similar way construct $y_{3}^{\prime \prime}, \ldots, y_{n}^{\prime \prime}$. Now replace $y_{2}, \ldots, y_{n}$ by $y_{2}^{\prime \prime}, \ldots, y_{n}^{\prime \prime}$ and return to the beginning of the algorithm under description.

Note that $\mu_{0}(Y)$ is bounded from above by a polynomial in $d^{n}$. Hence there might be at most polynomial in $d^{n}$ such returns to the beginning of the algorithm. So finally we shall come to the case when system (5) has no solutions and $\mu_{0}(Y)=\mu_{0}(y)$.

Now let $\mu_{0}(Y)=\mu_{0}(y)$. Enumerate all the linear forms $L \in \mathcal{L}_{N_{3}}$. Construct the subset $\mathcal{L}^{\prime}$ of $\mathcal{L}$ consisting of all linear forms $L$ satisfying conditions (a) and (b). So $w(L, y)=w(y)$ for every $L \in \mathcal{L}^{\prime}$ and there is $L \in \mathcal{L}^{\prime}$ such that $w(L, Y)=w(Y)$ by the choice of $N_{3}$. Enumerate all the linear forms $L \in \mathcal{L}^{\prime}$.

For the considered linear form $L$ construct the polynomial $G(y)$ and $w(L, y)$. Set $r=r(L, y)$ and $u_{i}=u_{i}(L, y), v_{i}=v_{i}(L, y)$ for all $0 \leq i \leq r+1$. Set $u_{-1}=u_{0}+1, v_{-1}=v_{0}-1$. Suppose $0 \leq j \leq r, j \in \mathbb{Z}$ (the base of the recursion $j=0$ ) and we have already ascertained that $u_{i}=u_{i}(L, Y), v_{i}=v_{i}(L, Y)$ for all $0 \leq i \leq j$. So if $j \leq r-1$ then

$$
\frac{v_{j}-v_{j+1}}{u_{j}-u_{j+1}} \geq \frac{v_{j}(L, Y)-v_{j+1}(L, Y)}{u_{j}(L, Y)-u_{j+1}(L, Y)}
$$

for every $L \in \mathcal{L}^{\prime}$.
Let $v_{0} \neq v_{1}$ if $j=0$. Then for each $L \in \mathcal{L}^{\prime}$ construct a solution of system (10) or ascertain that it has no solutions, see [3], [4] (here one use should condition (A) from the Introduction).

Let system (10) has a solution

$$
\left(\varepsilon^{\prime}, 1, \eta_{1}, \ldots, \eta_{n}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \in \mathbb{A}^{2 n+1}\left(\overline{R\left(\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)}\right)
$$

for some $L \in \mathcal{L}^{\prime}$. Then $\mu_{0}\left(y^{\prime}\right)=\mu_{0}(Y)$ and $w\left(L, y^{\prime}\right)<w(L, y)=w(y)$ by Lemma 12 (ii).

If $j=r$ and system (10) has no solutions for all $L \in \mathcal{L}^{\prime}$ then $w(y)=w(Y)$ by Lemma 12 (i) and by the choice of $N_{3}$. Set in this case $z_{i}=y_{i}$ for $2 \leq i \leq n$.

Let $j=0$ and $v_{0}=v_{1}$ or $0 \leq j \leq r-1$ and system (10) has no solutions for all $L \in \mathcal{L}^{\prime}$. Then

$$
\begin{equation*}
\frac{v_{j}-v_{j+1}}{u_{j}-u_{j+1}}=\frac{v_{j}(Y)-v_{j+1}(Y)}{u_{j}(Y)-u_{j+1}(Y)} \tag{13}
\end{equation*}
$$

by Lemma 12 (i) and by the choice of $N_{3}$. In this case again enumerate $L \in \mathcal{L}^{\prime}$. For every $L \in \mathcal{L}^{\prime}$ construct a solution of system (7) or ascertain that it has no solutions, see [3], [4] (here one use should condition (A) from the Introduction).

Let system (7) has a solution

$$
\left(\varepsilon^{\prime}, 1, \eta_{1}, \ldots, \eta_{n}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \in \mathbb{A}^{2 n+1}\left(\overline{R\left(\varepsilon_{0}, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)}\right)
$$

for some $L \in \mathcal{L}^{\prime}$. Then $\mu_{0}\left(y^{\prime}\right)=\mu_{0}(Y)$ and $w\left(L, y^{\prime}\right)<w(L, y)=w(y)$ by Lemma 11 (ii).

When system (7) has no solutions for all $L \in \mathcal{L}^{\prime}$ and $j \leq r-1$ we have $u_{j+1}=u_{j+1}(Y)$ and $v_{j+1}=v_{j+1}(Y)$ by Lemma 11 (i) and by the choice of $N_{3}$. In this case we replace $j$ by $j+1$ and return to the beginning of the algorithm under description. Now $j$ is greater than it was previously.

Thus, it remains to consider the cases when system (10) or system (7) has a solution

$$
\left(\varepsilon^{\prime}, 1, \eta_{1}, \ldots, \eta_{n}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right) \in \mathbb{A}^{2 n+1}\left(\overline{R\left(\varepsilon_{0}, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)}\right)
$$

(for system (10) this solution does not depend in $\varepsilon_{0}$ ). Hence $\mu_{0}\left(y^{\prime}\right)=\mu_{0}(Y)$ and $w\left(L, y^{\prime}\right)<w(L, y)=w(y)$, see above. Let us show that we can construct subsequently $y_{2}^{\prime \prime}, \ldots, y_{n}^{\prime \prime} \in \mathbb{Z}$ such that $\mu_{0}\left(y_{2}^{\prime \prime}, \ldots, y_{i}^{\prime \prime}, y_{i+1}^{\prime}, \ldots, y_{n}^{\prime}\right)=\mu_{0}(Y)$ and

$$
w\left(y_{2}^{\prime \prime}, \ldots, y_{i}^{\prime \prime}, y_{i+1}^{\prime}, \ldots, y_{n}^{\prime}\right) \leq w\left(y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right)
$$

for all $2 \leq i \leq n$, cf. the auxiliary algorithms from [3], [4]. Enumerating integer values $y_{2}^{\prime \prime}=0, \ldots, N$ where $N$ is bounded from above by a polynomial
in $d^{n}$ and computing each time $\mu_{0}\left(y_{2}^{\prime \prime}, y_{3}^{\prime}, \ldots, y_{n}^{\prime}\right)$ and $w\left(y_{2}^{\prime \prime}, y_{3}^{\prime}, \ldots, y_{n}^{\prime}\right)$ we shall find the required $y_{2}^{\prime \prime}$. The last fact follows from Lemma 8 . In the similar way construct $y_{3}^{\prime \prime}, \ldots, y_{n}^{\prime \prime}$. Now replace $y_{2}, \ldots, y_{n}$ by $y_{2}^{\prime \prime}, \ldots, y_{n}^{\prime \prime}$ and return to the beginning of the algorithm under description. This completes the description of the algorithm for constructing $z_{2}, \ldots, z_{n}$.

Note that in the recursion of the described algorithm the quotient ( $v_{j}-$ $\left.v_{j+1}\right) /\left(u_{j}-u_{j+1}\right)$ can take at most polynomial in $d^{n}$ values and when (13) holds the integer $u_{j+1}$ also can take at most polynomial in $d^{n}$ values. Hence, in the described algorithm there might be at most polynomial in $d^{n}$ returns to the beginning when the value of $j$ is the same. Since there are at most polynomial in $d^{n}$ different values $j$ the total number of such returns is bounded from above by a polynomial in $d^{n}$.

Note that the degrees of all equations and inequalities from systems (5), (10), (7) relative to all their variables are $O(d)$. The constant fields in systems (7), (respectively (10)) are extensions of $R\left(\varepsilon_{0}, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)$ (respectively $R\left(\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)$ ) of the degree polynomial in $d^{n}$. According to [14], [7], see also [3], [4], the working time of the algorithm for deciding whether systems (5), (10), (7) have solutions and constructing these solutions is polynomial $d^{n}, d_{1}, d_{2}, M, M_{1}, m$. Thus, the working time of the algorithm described in this section is polynomial in $d^{n}, d_{1}, d_{2}, M, M_{1}, m$.

## 2 Existence theorem

We shall suppose that $R=\mathbb{R}$ in this section. Let $V=\mathcal{Z}\left(f_{1}, \ldots, f_{m}\right)$ be an algebraic variety from the Introduction and $V(\mathbb{R})$ the corresponding real algebraic variety. We shall suppose in this section as in the previous one $V(\mathbb{R})$ to be non-empty and bounded.

We need the following lemmas

LEMMA 13 Let a compact set $C^{\prime} \subset \mathbb{C}^{m_{1}+1}, m_{1} \geq 0$, be given. Let for an arbitrary point $\left(b_{0}, \ldots, b_{m_{1}}\right) \in C^{\prime}$ the coordinate $b_{0} \neq 0$. Let

$$
C=\left\{\sum_{0 \leq i \leq m_{1}} b_{i} Z^{m_{1}-i}:\left(b_{0}, \ldots, b_{m_{1}}\right) \in C^{\prime}\right\}
$$

be the set of polynomials $\psi=\sum_{0 \leq i \leq m_{1}} b_{i} Z^{m_{1}-i} \in \mathbb{C}[Z]$ of degree $\operatorname{deg} \psi=m_{1}$ with coefficients from $C^{\prime}$. Let $m_{2}$ be an integer such that $m_{2} \geq m_{1}$ and $0<\delta \in$ $\mathbb{R}$. Let $\tilde{\psi} \in \mathbb{C}[Z]$ be a polynomial of degree $\operatorname{deg} \tilde{\psi} \leq m_{2}$ such that the absolute values of all coefficients of the polynomial $\tilde{\psi}-\psi$ are less than $\delta$. Denote by
$z_{i} \in \mathbb{C}, 1 \leq i \leq m_{1}$, (respectively $\left.\widetilde{z}_{i} \in \mathbb{C}, 1 \leq i \leq \operatorname{deg} \tilde{\psi}\right)$ the families of roots taking into account their multiplicities of polynomials $\psi$ (respectively $\tilde{\psi}$ ). Then for every $\delta_{0}>0$ there is $\delta>0$ such that for every $\psi \in C$ for every $\tilde{\psi}$ as described there is a permutation $\sigma$ of the set $1, \ldots, \operatorname{deg} \tilde{\psi}$ such that

- $\left|\widetilde{z}_{\sigma(i)}-z_{i}\right|<\delta_{0}$ for $1 \leq i \leq m_{1}$,
- $\left|\tilde{z}_{\sigma(i)}\right|>\delta_{0}^{-1}$ for $m_{1}+1 \leq i \leq \operatorname{deg} \tilde{\psi}$.

PROOF Since $C^{\prime}$ is compact it is sufficient to prove this lemma for a small neighborhood $W$ of an arbitrary polynomial $\psi_{0}$ instead of the compact $C^{\prime}$. Consider a finite family of non-intersecting circumferences $c_{\alpha}, \alpha \in A$, with the radiuses less than $\delta_{0}$ and such that inside each circumference $c_{\alpha}$ there is only one but may be multiple with the multiplicity $m_{\alpha}$ root of the polynomial $\psi_{0}$. Consider also a circumference $c$ containing inside all the roots of the polynomial $\psi_{0}$ with the radius more than $\delta_{0}^{-1}$. Let $\psi$ be a polynomial from a sufficiently small neighborhood $W$ of $\psi_{0}$ Let $c^{\prime}$ be $c_{\alpha}$ for some $\alpha$ or $c$. Then we can choose $\delta$ and $W$ so small that $\psi$ and $\tilde{\psi}$ do not have any zero on $c^{\prime}$ and the absolute value of every integral $\int_{c^{\prime}}\left(\psi^{\prime}(z) / \psi(z)-\widetilde{\psi}^{\prime}(z) / \widetilde{\psi}(z)\right) d z$ is less than $1 / 2$. The lemma is proved.

Now let the integer $y_{2}, \ldots, y_{n}$ have lengths $O(n \log d)$. Recall that in Section $1 \mu_{0}(y), \mu_{1}(y), \mu_{2}(y), w(y)$ and $\mu(y)$ were defined. Let $\mu\left(y_{2}, \ldots, y_{n}\right)=$ $\mu(Y)$ where $Y=\left(Y_{2}, \ldots, Y_{n}\right)$, see Section 1. Recall that the polynomial $h \in$ $R\left[\varepsilon^{(0)}, \varepsilon^{(1)}, X_{0}, \ldots, X_{n}\right]$, the polynomial $G(y) \in \mathbb{R}[\varepsilon, L]$. Let $v_{2}, \ldots, v_{n} \in \mathbb{R}$ and $0 \neq \delta \in \mathbb{R}$. Denote for brevity $v=\left(v_{2}, \ldots, v_{n}\right)$ and $|v|^{2}=\sum_{2<i<n}\left|v_{i}\right|^{2}$. Also denote $\mu_{i}=\mu_{i}(Y), i=1,2,3, \mu=\mu(Y)$ and $w=w(Y)$. Define $F(y)=G(y) / \varepsilon^{l_{1}(L, y)} \in \mathbb{R}[\varepsilon, L]$.

Consider the following system of polynomial equations in $X_{0}, \ldots, X_{n}$.

$$
\left\{\begin{array}{l}
h\left(1, \delta, X_{0}, \ldots, X_{n}\right)=0  \tag{14}\\
\frac{\partial h}{\partial X_{i}}\left(1, \delta, X_{0}, \ldots, X_{n}\right)-y_{i} \frac{\partial h}{\partial X_{1}}\left(1, \delta, X_{0}, \ldots, X_{n}\right)=0, \quad 2 \leq i \leq n
\end{array}\right.
$$

LEMMA 14 Let $\mu(y)=\mu$. There is $\nu>0$ such that for every $v_{2}, \ldots, v_{n} \in \mathbb{R}$ for every $0 \neq \delta \in \mathbb{R}$ if $|v|^{2} \leq \nu$ and $|\delta| \leq \nu$ then $\mu(y+v)=\mu(y)$ and system (14) has a finite number of solutions in $\mathbb{P}^{n}(\mathbb{C})$.

PROOF Let $v$ be a vector with sufficiently small $|v|^{2}$. Then by Lemma 8 we have $\mu(y+v)=\mu(y)$. Choose a linear form $L$ with integer coefficients satisfying (a) and (b) for $y$, see Section 1. Then $\iota_{0}(y)=0$ by Corollary 7 and $\mu_{1}(L, y+v) \geq \mu_{1}(L, y)$ by Corollary 6. So $\mu_{1}(L, y+v)=\mu_{1}(L, y)=\mu_{1}$ and $\iota_{1}(L, y+v)=\iota_{1}(L, y)$. Hence,

$$
D(y+v)\left(1, \delta, L-l_{0},-l_{1}, \ldots,-l_{n}\right)=\delta^{l_{1}(L, y)} F(y+v)(\delta, L)
$$

The similar equality holds if one replace $y+v$ by $y$. By Corollary $6 \mu_{2}(L, y+v) \geq$ $\mu_{2}(L, y)$. So $\mu_{2}(L, y+v)=\mu_{2}(L, y)=\mu_{2}$. Since $D(Y)$ is a polynomial in $Y_{2}, \ldots, Y_{n}$ and by the definition of $\mu_{2}(L, y)$ the coefficient in $L^{\mu_{2}(L, y)}$ in the polynomial $F(y+v)(\delta, L)$ is non-zero for all $\delta \neq 0$ and $v$ with sufficiently small $|\delta|$ and $|v|^{2}$. Hence under these conditions $D(y+v)$ is non-zero and therefore, system (14) has a finite number of solutions. The lemma is proved.

Let $v_{2}, \ldots, v_{n} \in \mathbb{R}$ be such that if $|v|^{2} \leq \nu$. Replace in system (2) $y$ by $y+v$. Denote by

$$
\xi^{(j)}(\varepsilon, v)=\left(1: \xi_{1}^{(j)}(\varepsilon, v): \ldots: \xi_{n}^{(j)}(\varepsilon, v)\right) \in \mathbb{P}^{n}(\overline{\mathbb{C}(\varepsilon)}), 1 \leq j \leq \mu_{2}
$$

the family of all roots of type (iii) of the considered system. Set
$\xi^{(j)}(v)=\left(1: \operatorname{st}_{\varepsilon}\left(\xi_{1}^{(j)}(\varepsilon, v)\right): \ldots: \operatorname{st}_{\varepsilon}\left(\xi_{n}^{(j)}(\varepsilon, v)\right)\right) \in \mathbb{P}^{n}(\mathbb{C}), \quad 1 \leq j \leq \mu_{2}(y+v)$,
where $s t_{\varepsilon}$ is the standard part defined for the elements of the field $\overline{\mathbb{C}(\varepsilon)}$ which are not infinitely large relative to the field $\mathbb{C}$.

Let $v$ and $\delta$ are such that system (14) has a finite number of solutions in $\mathbb{P}^{n}(\mathbb{C})$. Denote by $\xi^{(j)}(\delta, v) \in \mathbb{P}^{n}(\mathbb{C}), 1 \leq j \leq \mu_{0}$ (recall that $\mu_{0}=(2 d+2)(2 d+$ $1)^{n-1}$ ) the family of roots of (14) counting with multiplicities. Denote

$$
\xi^{(j)}(\delta, v)=\left(\xi_{0}^{(j)}(\delta, v): \xi_{1}^{(j)}(\delta, v): \ldots: \xi_{n}^{(j)}(\delta, v)\right)
$$

where $\xi_{i}^{(j)}(\delta, v) \in \mathbb{C}$ and we shall suppose without loss of generality that if $\xi_{0}^{(j)}(\delta, v) \neq 0$ then $\xi_{0}^{(j)}(\delta, v)=1$ for all $j$.

REMARK 4 Let some $\xi^{(j)}(\varepsilon, v)$ (respectively $\xi^{(j)}(v), \xi^{(j)}(\delta, v)$ ) does not belong to the hyperplane $\mathcal{Z}\left(X_{0}\right)$ in $\mathbb{P}^{n}$. Then we shall use the same notation for this element considered as a point from $\mathbb{A}^{n}$. This will not lead to the ambiguity

LEMMA 15 Let $\mu(y)=\mu$. Let $\nu>0$ be from the statement of Lemma 14. There is $0<\nu_{1}<\nu$ such that for every $\delta_{1}>0$ there is $0<\delta_{2} \leq \nu$ such that for every $v_{2}, \ldots, v_{n} \in \mathbb{R}$ satisfying the inequality $|v|^{2} \leq \nu_{1}$ if $|\delta|<\delta_{2}$ then there is a permutation $\sigma$ of the set $1, \ldots, \mu_{0}$ such that

- for every $1 \leq j \leq \mu_{2}$ the equalities $\xi_{0}^{(\sigma(j))}(\delta, v)=1$ and $\sum_{0 \leq i \leq n}\left|\xi_{i}^{(\sigma(j))}(\delta, v)-\xi_{i}^{(j)}(v)\right|^{2}<\delta_{1}$ hold,
- for every $\mu_{2}+1 \leq j \leq \mu_{0}$ if $\xi_{0}^{(\sigma(j))}(\delta, v)=1$ then $\sum_{0 \leq i \leq n}\left|\xi_{i}^{(\sigma(j))}(\delta, v)\right|^{2}>\delta_{1}^{-1}$.

PROOF There is a family of different linear forms $L_{u}, 1 \leq u \leq(n+1) \mu_{0}+1$ such that

$$
L_{u}=\sum_{0 \leq i \leq n} c_{u}^{i} X_{i}, c_{u} \in \mathbb{Z}
$$

and for every $u$ the form $L_{u}$ satisfies conditions (a) and (b) for $y$. Denote the polynomials $F(y)$ and $F(y+v)$ corresponding to the linear form $L_{u}$ by $F_{u}(y)$ and $F_{u}(y+v)$ respectively. Denote by $J(\delta, v) \subset\left\{1, \ldots, \mu_{0}\right\}$ the subset of indices such that $\xi_{0}^{(j)}(\delta, v) \neq 0$ if and only if $j \in J(\delta, v)$. We shall suppose without loss of generality that $J(\delta, v)=\left\{1, \ldots, \operatorname{deg}_{L_{u}} F_{u}(y+v)\right\}$. Since $D(Y)$ is a polynomial in $Y_{2}, \ldots, Y_{n}$ we can represent

$$
F_{u}(y+v)=\varepsilon \Psi_{3}\left(\varepsilon, L_{u}, v_{2}, \ldots, v_{n}\right)+\Psi_{4}\left(L_{u}, v_{2}, \ldots, v_{n}\right)
$$

where the polynomials $\Psi_{3} \in \mathbb{R}\left[\varepsilon, Z, Z_{2}, \ldots, Z_{n}\right], \Psi_{4} \in \mathbb{R}\left[Z, Z_{2}, \ldots, Z_{n}\right]$. By the choice of $y$ and $L_{u}$ we have $\operatorname{deg}_{Z} \Psi_{4}(Z, 0, \ldots, 0)=\mu_{2}$. Besides that,

$$
\operatorname{deg}_{Z} \Psi_{4}\left(Z, v_{2}, \ldots, v_{n}\right)=F_{u}(y+v)(0, Z) \geq \mu_{2}(L, y+v) \geq \mu_{2}(L, y)=\mu_{2}
$$

by Corollary 6 for all $v$ with sufficiently small $|v|^{2}$. Hence, the degree of the polynomial $\operatorname{deg}_{Z} \Psi_{4}\left(Z, v_{2}, \ldots, v_{n}\right)=\mu_{2}$ by the definition of $\mu_{2}$.

By our definitions the family of roots the polynomial $F_{u}(y+v)$ coincides with $\left(L_{u} / X_{0}\right)\left(\xi^{(j)}(\delta, v)\right), j \in J(\delta, v)$. The family of roots of the polynomial $\Psi_{4}\left(Z, v_{2}, \ldots, v_{n}\right)$ coincides with $\left(L_{u} / X_{0}\right)\left(\xi^{(j)}(v)\right), 1 \leq j \leq \mu_{2}$.

Now Lemma 13 implies that there is $\nu_{1}>0$ such that for every $\delta_{3}>0$ there is $\delta_{2}>0$ such that for every $u$ for every $v_{i} \in \mathbb{R}$ with $|v|^{2} \leq \nu_{1}$ if $|\delta|<\delta_{2}$ then there is a permutation $\rho=\rho_{u}$ (it depends on $u$ ) of the set $0, \ldots, \operatorname{deg}_{Z} F_{u}(y+v)(\delta, Z)$ such that

- $\left|\left(L_{u} / X_{0}\right)\left(\xi^{(\rho(j))}(\delta, v)\right)-\left(L_{u} / X_{0}\right)\left(\xi^{(j)}(v)\right)\right|<\delta_{3}$ for $1 \leq j \leq \mu_{2}$,
- $\left|\left(L_{u} / X_{0}\right)\left(\xi^{(\rho(j))}(\delta, v)\right)\right|>\delta_{3}^{-1}$ for $\mu_{2}+1 \leq j \leq \operatorname{deg}_{Z} F_{u}(y+v)(\delta, Z)$.

For every $u$ consider the projections

$$
p_{u}: \mathbb{A}^{n}(\mathbb{C}) \rightarrow \mathbb{A}^{1}(\mathbb{C}),\left(X_{1}, \ldots, X_{n}\right) \mapsto L_{u}\left(1, X_{1}, \ldots, X_{n}\right)
$$

Set for every $\delta_{1}>0, \delta_{3}>0, u$ and $1 \leq j \leq \mu_{2}$

$$
\begin{aligned}
W_{u, j}\left(\delta_{3}\right)=\left\{z \in \mathbb{C}:\left|z-\left(L_{u} / X_{0}\right)\left(\xi^{(j)}(v)\right)\right|<\delta_{3}\right\} \\
\left.W_{j}\left(\delta_{1}\right)=\left.\left\{\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{A}^{n}(\mathbb{C}): \sum_{1 \leq i \leq n} \mid z_{i}-\xi_{i}^{(j)}(v)\right)\right|^{2}<\delta_{1}\right\}
\end{aligned}
$$

Choose $\delta_{3}$ so small that for all $v$ with sufficiently small $|v|^{2}$ for all $1 \leq j \leq \mu_{2}$ for all $1 \leq u_{0}<\ldots<u_{n} \leq(n+1) \mu_{0}+1$ the intersection

$$
\begin{equation*}
\bigcap_{0 \leq i \leq n} p^{-1}\left(W_{u_{i}, j}\left(\delta_{3}\right)\right) \subset W_{j}\left(\delta_{1}\right) \tag{15}
\end{equation*}
$$

(it is possible since the linear forms $L_{u_{0}}, \ldots, L_{u_{n}}$ are linearly independent). Note that factually $\delta_{3}$ does not depend on $v$ since it is sufficient to satisfy (15) for only point. Besides that, we shall require, may be choosing smaller $\delta_{3}$, that for every $u$ the inequality $\left|\left(L_{u} / X_{0}\right)\left(1, z_{1}, \ldots, z_{n}\right)\right|>\delta_{3}^{-1}$ implies $\sum_{0 \leq i \leq n}\left|z_{i}\right|^{2}>\delta_{1}^{-1}$.

Now let $1 \leq j \leq \mu_{2}$. Set $J(j)$ to be the set of indices $1 \leq j_{1} \leq \mu_{2}$ such that $\xi^{\left(j_{1}\right)}(v)=\xi^{(j)}(v)$. Let $\alpha=\# J(j)$ be the number of elements of $J(j)$. Let us show that there is a subset $S \subset\left\{1, \ldots, \mu_{0}\right\}$ with $\# S=\alpha$ elements such that $\sum_{0 \leq i \leq n}\left|\xi_{i}^{(s)}(\delta, v)-\xi_{i}^{(j)}(v)\right|^{2}<\delta_{1}$ for all $s \in S$. Suppose contrary, then for every $u$ there is an index $0 \leq j_{u} \leq \mu_{0}$ such that

$$
\left|\left(L_{u} / X_{0}\right)\left(\xi^{\left(j_{u}\right)}(\delta, v)\right)-\left(L_{u} / X_{0}\right)\left(\xi^{(j)}(v)\right)\right|<\delta_{3}
$$

but $\sum_{0 \leq i \leq n}\left|\xi_{i}^{\left(j_{u}\right)}(\delta, v)-\xi_{i}^{(j)}(v)\right|^{2} \geq \delta_{1}$. Hence, there is $0 \leq j_{0} \leq \mu_{0}$ for which there are $1 \leq u_{0}<\ldots<u_{n} \leq(n+1) \mu_{0}+1$ such that $j_{u_{r}}=j_{0}$ for $0 \leq r \leq n$. But then (15) implies that $\sum_{0 \leq i \leq n}\left|\xi_{i}^{\left(j_{u}\right)}(\delta, v)-\xi_{i}^{(j)}(v)\right|^{2}<\delta_{1}$. The obtained contradiction proves our assertion.

Finally, let $j \notin S\left(j_{1}\right)$ for every $1 \leq j_{1} \leq \mu_{2}$ and $\xi_{0}^{(j)}(\delta, v)=1$. Then $\sum_{0 \leq i \leq n}\left|\xi_{i}^{(j)}(\delta, v)\right|^{2}>\delta_{1}^{-1}$ by the choice of $\delta_{3}$. The lemma is proved.

Now note that for every $v_{2}, \ldots, v_{n} \in \mathbb{R}$ satisfying the inequality $\sum_{2 \leq i \leq n}|v|^{2} \leq$ $\nu$ the equalities $\mu_{2}(y+v)=\mu_{2}(y)=\mu_{2}$ holds.

LEMMA 16 For every $\delta>0$ there is $0<\nu_{2}<\nu$ such that for every $v_{2}, \ldots, v_{n} \in$ $\mathbb{R}$ satisfying the inequality $|v|^{2} \leq \nu_{2}$ there is a permutation $\sigma$ of the set $1, \ldots, \mu_{2}$ such that $\sum_{0 \leq i \leq n}\left|\xi_{i}^{(\tau(j))}(v)-\bar{\xi}_{i}^{(j)}(0)\right|^{2}<\delta$ for every $1 \leq j \leq \mu_{2}$.

PROOF The proof of this lemma is similar to one of Lemma 15 but easier. It follows from Lemma 13 and the fact that $\operatorname{deg}_{Z} \Psi_{4}(Z, 0, \ldots, 0)=\mu_{2}$, see the proof of Lemma 15. The lemma is proved.

REMARK 5 In what follows for convenience of notations applying Lemma 15 and Lemma 16 we shall suppose without loss of generality that $\sigma$ and $\tau$ are the identity permutations. We shall say in this situation that the families $\xi^{(j)}(\delta, v)$, $1 \leq j \leq \mu_{0}$, and $\xi^{(j)}(v), 1 \leq j \leq \mu_{2}$, (respectively $\xi^{(j)}(v), 1 \leq j \leq \mu_{2}$, and $\xi^{(j)}(0), 1 \leq j \leq \mu_{2}$ ), are coordinated by Lemma 15 (respectively Lemma 16).

LEMMA 17 Let $n \geq 2$. Let $z_{0} \in \mathbb{R}^{n}$ Let the points $z_{1}, \ldots, z_{N} \in \mathbb{R}^{n}$ be different from $z_{0}$. Then there is a $C^{\infty}$-diffeomorphism

$$
\beta: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \quad\left(X_{1}, \ldots, X_{n}\right) \mapsto\left(\beta_{1}\left(X_{1}, \ldots, X_{n}\right), \ldots, \beta_{n}\left(X_{1}, \ldots, X_{n}\right)\right)
$$

such that $\beta_{1}\left(z_{i}\right)<0$ for every $1 \leq i \leq N$ and $\beta_{1}\left(z_{0}\right)>0$.

PROOF This follows from the fact that $\mathbb{R}^{n} \backslash\left\{z_{0}, z_{1}, \ldots, z_{N}\right\}$ consists of one connected component. The lemma is proved.

Recall that the family of roots of system (2) in $\mathbb{A}^{n}(\overline{\mathbb{C}(\varepsilon)})$ is $\xi^{(j)}(\varepsilon, 0), 1 \leq$ $j \leq \mu_{2}$, (these roots correspond to the solutions of type (iii) of system (2)). Denote for brevity for every $1 \leq j \leq \mu_{2}$

$$
\begin{aligned}
& \xi^{(j)}=\left(\xi_{1}^{(j)}, \ldots, \xi_{n}^{(j)}\right)=\xi^{(j)}(0)= \\
& \operatorname{st}_{\varepsilon}\left(\xi^{(j)}(\varepsilon, 0)\right)=\left(\operatorname{st}_{\varepsilon}\left(\xi_{1}^{(j)}(\varepsilon, 0)\right), \ldots, \mathrm{st}_{\varepsilon}\left(\xi_{1}^{(j)}(\varepsilon, 0)\right)\right) \in \mathbb{A}^{n}(\mathbb{C})
\end{aligned}
$$

For any vector $z=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}$ denote $|z|=\left(\sum_{1 \leq i \leq n}\left|z_{i}\right|^{2}\right)^{1 / 2}$. Define also $\operatorname{Re}(z) \in \mathbb{R}^{n}$ and $\operatorname{Im}(z) \in \mathbb{R}^{n}$ by the equality $z=\operatorname{Re}(z)+\sqrt{-1} \operatorname{Im}(z)$. So $\left|\xi^{(j)}\right|^{2}=\sum_{1 \leq i \leq n}\left|\xi_{i}^{(j)}\right|^{2}$ for $1 \leq j \leq \mu_{2}$.

Consider some semi-algebraic triangulation of $V(R)$ and its non-zero $s$ dimensional cycle $e=\sum_{1 \leq j \leq q} \sigma_{p_{j}}$ with coefficients from $\mathbb{Z} / 2 \mathbb{Z}$ defined in the Introduction. So all the simplexes $\sigma_{p_{j}}$ are maximal. Let $y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{R}^{n}$ be a vector such as in the Introduction. Let $y_{1}=1$ in this section.

Recall that in the Introduction $m^{\prime}, E^{\prime}, m^{\prime \prime}, E^{\prime \prime}$ were defined for vector $y$.
Now we shall suppose in this section that every simplex $\phi\left(\sigma_{p_{j}}\right), 1 \leq j \leq q$, see the Introduction, is not contained in any hyperplane $\mathcal{Z}_{\mathbb{R}}\left(\sum_{1 \leq i \leq n} y_{i} X_{i}-a\right)$, $a \in \mathbb{R}$.

THEOREM 3 Let $n \geq 3$ and $V(\mathbb{R})$ be a bounded non-empty real affine algebraic variety given as a set of all common zeroes of polynomials $f_{1}, \ldots, f_{m} \in$ $\left(\mathbb{R}\left[X_{1}, \ldots, X_{n}\right]\right.$, see Introduction. Let $\operatorname{dim} V(\mathbb{R}) \leq n-2$. Let $\mu=\mu\left(y_{2}, \ldots, y_{n}\right)$, see Section 1. Let $e=\sum_{1 \leq j \leq q} \sigma_{p_{j}}$ be a non-zero $s$-dimensional cycle with coefficients from $\mathbb{Z} / 2 \mathbb{Z}$ of a semi-algebraic triangulation of $V(\mathbb{R})$ such as above, herewith all the simplexes $\sigma_{p_{j}}$ are maximal. Let the image of every simplex $\phi\left(\sigma_{p_{j}}\right), 1 \leq j \leq q$, is not contained in any hyperplane $\mathcal{Z}_{\mathbb{R}}\left(\sum_{1 \leq i \leq n} y_{i} X_{i}-a\right)$, $a \in \mathbb{R}$ (hence $s \geq 1$ ). Then there are at least two different points $\xi^{(j)}, 1 \leq j \leq \mu_{2}$ which belong to $E$. More precisely, $E^{\prime} \cup E^{\prime \prime} \subset\left\{\xi^{(j)}: 1 \leq j \leq \mu_{2}\right\}$. In particular under the conditions of this theorem the sets $E^{\prime}$ and $E^{\prime \prime}$ are finite.

PROOF Effecting the linear transformation of coordinates $X_{1} \mapsto X_{1}+$ $\sum_{2 \leq j \leq n} y_{i} X_{i}, X_{i} \mapsto X_{i}, i=0,2,3, \ldots, n$ we shall suppose in what follows that $\left(y_{2}, \ldots, y_{n}\right)=(0, \ldots, 0)$ and $\mu(0, \ldots, 0)=\mu$. Thus, (2) with $X_{0}=1$ is equivalent to the system of polynomial equations in $X_{1}, \ldots, X_{n}$ with coefficients in the field $\mathbb{R}(\varepsilon)$

$$
\left\{\begin{array}{l}
f_{\varepsilon}=0  \tag{16}\\
\frac{\partial f_{\varepsilon}}{\partial X_{i}}=0, \quad 2 \leq i \leq n
\end{array}\right.
$$

Recall that $m^{\prime}=\max X_{1}(E)$ and $E^{\prime}=\left\{z \in E: X_{1}(z)=m^{\prime}\right\}$. We shall suppose without loss of generality that $m^{\prime}=0$ effecting if necessary the linear transformation $X_{1} \mapsto X_{1}+m^{\prime}$. Denote by $W^{\prime}$ the algebraic variety which is the closure in the Zariski topology of $E^{\prime}$. Then $\operatorname{dim} W^{\prime}<s$ since every simplex $\phi\left(\sigma_{p_{j}}\right), 1 \leq j \leq q$, is not contained in any hyperplane $\mathcal{Z}_{\mathbb{R}}\left(X_{1}-a\right), a \in \mathbb{R}$. Suppose that there is a point $\xi^{(0)} \in E^{\prime}$ and $\xi^{(0)} \neq \xi^{(j)}$ for every $1 \leq j \leq \mu_{2}$.

Denote by $J_{1} \subset\left\{1, \ldots, \mu_{2}\right\}$ the subset of indices such that $j \in J_{1}$ if and only if $X_{1}\left(\xi^{(j)}\right)=0$ and $\xi^{(j)} \in \mathbb{R}^{n}$.

Denote by $J_{2} \subset\left\{1, \ldots, \mu_{2}\right\}$ the subset of indices such that $j \in J_{2}$ if and only if $X_{1}\left(\xi^{(j)}\right) \neq 0$ and $\xi^{(j)} \in \mathbb{R}^{n}$.

Denote by $J_{3} \subset\left\{1, \ldots, \mu_{2}\right\}$ the subset of indices such that $j \in J_{3}$ if and only if $\xi^{(j)} \notin \mathbb{R}^{n}$.

So $\left\{1, \ldots, \mu_{2}\right\}=J_{1} \cup J_{2} \cup J_{3}$ and $J_{i} \cap J_{j}=\emptyset$ for all $1 \leq i \neq j \leq 3$.
Consider the projection

$$
p_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-1} \quad\left(X_{1}, \ldots, X_{n}\right) \mapsto\left(X_{2}, \ldots, X_{n}\right)
$$

Replace $n$ by $n-1$ in the formulation of Lemma 17 and apply this lemma to $p_{1}\left(\xi^{(0)}\right)$ and the points $p_{1}\left(\xi^{(j)}\right), j \in J_{1}$. Denote by $\beta=\left(\beta_{2}, \ldots, \beta_{n}\right): \mathbb{R}^{n-1} \rightarrow$ $\mathbb{R}^{n-1}$ the obtained $C^{\infty}$-diffeomorphism, herewith $\beta_{2}\left(p_{1}\left(\xi^{(j)}\right)\right)<0$ for all $j \in J_{1}$ and $\beta_{2}\left(p_{1}\left(\xi^{(0)}\right)\right)>0$. Define the $C^{\infty}$-diffeomorphism $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right): \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{n}$ by the formulas $\gamma_{1}=X_{1}$ and $\gamma_{i}=\beta_{i} \circ p_{1}$ for $2 \leq i \leq n$. Then $\gamma_{2}\left(\xi^{(j)}\right)<0$ for all $j \in J_{1}$ and $\gamma_{2}\left(\xi^{(0)}\right)>0$.

Definition of $\epsilon_{1}$. Choose $\epsilon_{1}>0$ so small that
(1a) for every $j \in J_{1}$ the inequality $\gamma_{2}\left(\xi^{(j)}\right)<-2 \epsilon_{1}$ holds,
(1b) for every $j \in J_{2}$ the inequality $\left|X_{1}\left(\xi^{(j)}\right)\right|>2 \epsilon_{1}$ holds,
(1c) for every $j \in J_{3}$ the inequality $\left|\operatorname{Im}\left(\xi^{(j)}\right)\right|>2 \epsilon_{1}$ holds,
(1d) $\gamma_{2}\left(\xi^{(0)}\right)>2 \epsilon_{1}$ holds.

Definition of $\epsilon_{2}$. Choose $\epsilon_{2}>0$ so small that
(2a) $\epsilon_{2} \leq \nu_{1}$ where $\nu_{1}$ is from Lemma 15

Now note that there is $w>0$ so small that (1a), (1b) and (1c) will take place also if one replace $2 \epsilon_{1}$ by $2 \epsilon_{1}+w$. Hence there is $\delta^{\prime}>0$ such that if $z \in \mathbb{C}^{n}$ and
$\left|z-\xi^{(j)}\right|^{2} \leq \delta^{\prime}$ then for every $j \in J_{1}$ (respectively $j \in J_{2}, j \in J_{3}$ ) the inequality $\gamma_{2}(\operatorname{Re}(z))<-2 \epsilon_{1}$ (respectively $\left.\left|X_{1}(z)\right|>2 \epsilon_{1},|\operatorname{Im}(z)|>2 \epsilon_{1}\right)$ holds.

Recall that $\nu_{1}<\nu$. So set $\delta=\delta^{\prime}$, apply Lemma 16 and Remark 5 . We shall suppose in what follows that the corresponding families $\xi^{(j)}(v), 1 \leq j \leq \mu_{2}$, and $\xi^{(j)}, 1 \leq j \leq \mu_{2}$, are coordinated by Lemma 16 . We shall require that
(2b) $\epsilon_{2} \leq \nu_{2}$ where $\nu_{2}$ corresponds to $\delta=\delta^{\prime}$ by Lemma 16 .

Note that (2b) implies
(2i) for every $j \in J_{1}$ for every $v \in \mathbb{R}^{n-1}$ such that $|v|^{2} \leq \epsilon_{2}$ the inequality $\gamma_{2}\left(\operatorname{Re}\left(\xi^{(j)}(v)\right)\right)<-2 \epsilon_{1}$ holds,
(2ii) for every $j \in J_{2}$ for every $v \in \mathbb{R}^{n-1}$ such that $|v|^{2} \leq \epsilon_{2}$ the inequality $\left|X_{1}\left(\xi^{(j)}(v)\right)\right|>2 \epsilon_{1}$ holds,
(2iii) for every $j \in J_{3}$ for every $v \in \mathbb{R}^{n-1}$ such that $|v|^{2} \leq \epsilon_{2}$ the inequality $\left|\operatorname{Im}\left(\xi^{(j)}(v)\right)\right|>2 \epsilon_{1}$ holds,
(2iv) there is $m_{0}>0$ such that for every $1 \leq j \leq \mu_{2}$ for every $v \in \mathbb{R}^{n-1}$ such that $|v|^{2} \leq \epsilon_{2}$ the inequality $\left|\xi^{(j)}(v)\right|^{2}<m_{0}$ holds.

Definition of $\epsilon_{3}$. Let $r: \mathbb{R} \rightarrow \mathbb{R}$ be a $C^{\infty}$-function such that $r(x)=1$ if $x \leq-\epsilon_{1}, r(x)=0$ if $x \geq \epsilon_{1}$ and $r$ is a monotone decreasing function in the open interval $-\epsilon_{1}<x<\epsilon_{1}$.

Choose an open $n$-dimensional ball $B \subset \mathbb{R}^{n}$ with the center in the point $(0, \ldots, 0)$ containing $V(\mathbb{R})$. Denote by $\bar{B}$ the closure in the classic topology of $B$. Denote $r^{\prime}=d r / d x$. Set

$$
\begin{aligned}
m_{1} & =\max \left\{r^{\prime}(x): x \in \mathbb{R}\right\} \\
m_{2} & =\max _{2 \leq i \leq n} \max \left\{\left|\frac{\partial \gamma_{2}}{\partial X_{i}}(z)\right|: z \in \bar{B} \&\left|\gamma_{2}(z)\right| \leq \epsilon_{1}\right\}
\end{aligned}
$$

We shall require that
(3a) $\epsilon_{3}<\min \left\{\sqrt{\epsilon_{2} /(n-1)} /\left(m_{1} m_{2}\right), \epsilon_{1} / 2\right\}$.

This implies $\left(\epsilon_{3} m_{1} m_{2}\right)^{2}(n-1)<\epsilon_{2}$.
Definition of $\epsilon_{4}$. Note that for every sufficiently small neighborhood $U$ in the classic topology of the point $\xi^{(0)}$ there is a smooth point $z_{0} \in U$ such that
(4i) the point $z_{0} \in E$,
(4ii) the point $z_{0}$ is smooth on $V(\mathbb{R})$ of dimension $s$,
(4iii) the tangent space $T_{z_{0}, V(\mathbb{R})}$, is not contained in the hyperplane $\mathcal{Z}_{\mathbb{R}}\left(X_{1}\right)$, i.e. the vector $(1,0, \ldots, 0)$ is not orthogonal to $T_{z_{0}, V(\mathbb{R})}$,
(4iv) $\gamma_{2}\left(z_{0}\right)>2 \epsilon_{1}$.

These requirements can be satisfied due to the fact that every simplex $\phi\left(\sigma_{p_{j}}\right)$, $1 \leq j \leq q$, is not contained in any hyperplane $\mathcal{Z}_{\mathbb{R}}\left(X_{1}-a\right)$,

Choose $\epsilon_{4}>0$ such that
(4a) $\epsilon_{4}<\epsilon_{3} / 2$,
(4b) the intersection $E \cap \mathcal{Z}_{\mathbb{R}}\left(X_{1}-\epsilon_{4}\right)$ contains a point $z_{0}$ which satisfies conditions (4i)-(4iv).

Definition of $\epsilon_{5} . \quad$ Consider the $n$-dimensional ball $B \subset \mathbb{R}^{n}$ introduced previously. Set

$$
m_{4}=\min \left\{f(z): z \in \bar{B} \cap\left(\mathbb{R}^{n} \backslash B\right)\right\}
$$

Then $m_{4}>0$. Denote by $m_{5}$ the radius of $B$. Set $m_{6}=\max \left\{m_{0}+2, m_{5}+1\right\}$.
Denote $V_{\epsilon}=\mathcal{Z}_{\mathbb{R}}(f-\epsilon g) \cap B$ for $0<\epsilon \in \mathbb{R}$. We shall require
(5a) $0<\epsilon_{5}<m_{4}$,
(5b) for every $\epsilon, 0<\epsilon<\epsilon_{5}, V_{\epsilon}$ is a smooth manifold,
(5c) $\epsilon_{5} \leq \nu_{1}$ where $\nu_{1}$ is from the formulation of Lemma 15 .

By (2i)-(2iv) there is $\delta^{\prime \prime}>0$ such that for every $v \in \mathbb{R}^{n-1}$ for every $z \in \mathbb{C}^{n}$ if $|v|^{2} \leq \epsilon_{2}$ and $\left|z-\xi^{(j)}(v)\right|^{2} \leq \delta^{\prime \prime}$ then

- for every $j \in J_{1}$ the inequalities $\gamma_{2}(\operatorname{Re}(z))<-\epsilon_{1}$ and $\left.\mid X_{1}(z)-X_{1}\left(\xi^{(j)}(v)\right)\right) \mid<\epsilon_{3} / 2$ hold,
- for every $j \in J_{2}$ the inequality $\left|X_{1}(z)\right|>\epsilon_{1}$ holds,
- for every $j \in J_{3}$ the inequality $|\operatorname{Im}(z)|>\epsilon_{1}$ holds.

So set $\delta_{1}=\min \left\{\delta^{\prime \prime}, m_{6}^{-2}, 1\right\}$, apply Lemma 15 and Remark 5. We shall suppose in what follows that the corresponding families $\xi^{(j)}(\epsilon, v), 1 \leq j \leq \mu_{0}$, and $\xi^{(j)}(v), 1 \leq j \leq \mu_{2}$, are coordinated by Lemma 15 if $0<\epsilon<\epsilon_{5},|v|^{2} \leq \epsilon_{2}$. We shall require that
(5d) $\epsilon_{5} \leq \delta_{2}$ where $\delta_{2}$ corresponds to $\delta_{1}=\min \left\{\delta^{\prime \prime}, m_{6}^{-2}, 1\right\}$ by Lemma 15.

Then (5d) implies
(5i) for every $\epsilon, 0<\epsilon<\epsilon_{5}$, for every $j \in J_{1}$ for every $v \in \mathbb{R}^{n-1}$ such that $|v|^{2} \leq \epsilon_{2}$ the inequality $\gamma_{2}\left(\operatorname{Re}\left(\xi^{(j)}(\epsilon, v)\right)\right)<-\epsilon_{1}$,
(5ii) for every $\epsilon, 0<\epsilon<\epsilon_{5}$, for every $j \in J_{1}$ the inequality $\left|X_{1}\left(\xi^{(j)}(\epsilon, 0)\right)\right|<$ $\epsilon_{3} / 2$ holds,
(5iii) for every $\epsilon, 0<\epsilon<\epsilon_{5}$, for every $j \in J_{2}$ for every $v \in \mathbb{R}^{n-1}$ such that $|v|^{2} \leq \epsilon_{2}$ the inequality $\left|X_{1}\left(\xi^{(j)}(\epsilon, v)\right)\right|>\epsilon_{1}$ holds,
(5iv) for every $\epsilon, 0<\epsilon<\epsilon_{5}$, for every $j \in J_{3}$ for every $v \in \mathbb{R}^{n-1}$ such that $|v|^{2} \leq \epsilon_{2}$ the inequality $\left|\operatorname{Im}\left(\xi^{(j)}(\epsilon, v)\right)\right|>\epsilon_{1}$ holds,
(5v) for every $\epsilon, 0<\epsilon<\epsilon_{5}$, for every $1 \leq j \leq \mu_{2}$ for every $v \in \mathbb{R}^{n-1}$ such that $|v|^{2} \leq \epsilon_{2}$ the inequality $\left|\xi^{(j)}(\epsilon, v)\right|^{2}<m_{0}+1$ holds,
(5vi) for every $\epsilon, 0<\epsilon<\epsilon_{5}$, for every $\mu_{2}+1 \leq j \leq \mu_{0}$ for every $v \in \mathbb{R}^{n-1}$ such that $|v|^{2} \leq \epsilon_{2}$ if $\xi_{0}^{(j)}(\epsilon, v)=1$ then the inequality $\left|\xi^{(j)}(\epsilon, v)\right|^{2}>m_{6}$ holds.

Note that (5i)-(5iv) and (3a) imply
(5vii) for every $\epsilon, 0<\epsilon<\epsilon_{5}$, if $j \in J_{1} \cup J_{2}$ and $\gamma_{2}\left(\operatorname{Re}\left(\xi^{(j)}(\epsilon, 0)\right)\right)<-\epsilon_{1}$ then $\left|X_{1}\left(\xi^{(j)}(\epsilon, 0)\right)-\epsilon_{3}\right|>\epsilon_{3} / 2$,
(5viii) for every $\epsilon, 0<\epsilon<\epsilon_{5}$, if $j \in J_{2}$ then $\left|X_{1}\left(\xi^{(j)}(\epsilon, 0)\right)\right|>\epsilon_{3} / 2$,
(5ix) for every $\epsilon, 0<\epsilon<\epsilon_{5}$, if $j \in J_{3}$ then $\left|\operatorname{Im}\left(\xi^{(j)}(\epsilon, 0)\right)\right|>\epsilon_{3} / 2$.

Now consider the point $z_{0}$ defined in (4i)-(4iv) and (4b). Choose linear forms $L_{1}, \ldots, L_{s} \in \mathbb{R}\left[X_{1}, \ldots, X_{n}\right]$ such that $L_{1}=X_{1}$ and the intersection

$$
T_{z_{0}, V(\mathbb{R})} \cap \mathcal{Z}_{\mathbb{R}}\left(L_{1}, \ldots, L_{s}\right)=\{0\} .
$$

Then by the implicit function theorem $z_{0}$ is an isolated point of the intersection $V(\mathbb{R}) \cap \mathcal{Z}_{\mathbb{R}}\left(L_{1}-L_{1}\left(z_{0}\right), \ldots, L_{s}-L_{s}\left(z_{0}\right)\right)$. The connected component $B_{1}$ of the intersection

$$
\begin{equation*}
\{z: f(z)-\epsilon g(z) \leq 0\} \cap \mathcal{Z}_{\mathbb{R}}\left(L_{1}-L_{1}\left(z_{0}\right), \ldots, L_{s}-L_{s}\left(z_{0}\right)\right) \tag{17}
\end{equation*}
$$

containing the point $z_{0}$ tends to the point $z_{0}$ when $\epsilon$ tends to zero. For all sufficiently small $\epsilon>0$ the bound $S_{1}=\partial B_{1}$ is a smooth compact ( $n-s-1$ )dimensional manifold. Since $n-s-1>0$ this manifold is a connected component of the real algebraic variety

$$
\begin{equation*}
\mathcal{Z}_{\mathbb{R}}(f-\epsilon g) \cap \mathcal{Z}_{\mathbb{R}}\left(L_{1}-L_{1}\left(z_{0}\right), \ldots, L_{s}-L_{s}\left(z_{0}\right)\right) \tag{18}
\end{equation*}
$$

In what follows we shall suppose that the semi-algebraic set $B_{1}$ is triangulated, see [2]. Then this triangulation induces the triangulation of $S_{1}$. The set $B_{1}$ defines the $(n-s)$-dimensional chain $b_{1}$ and $S_{1}$ defines the $(n-s-1)$-dimensional cycle $s_{1}$ which is the bound of $b_{1}$, i.e. $s_{1}=\partial b_{1}$.

Finally, we shall put forth the following requirements.
(5e) for every $\epsilon, 0<\epsilon<\epsilon_{5}$, the bound $S_{1}=\partial B_{1}$ is a smooth manifold which is a connected component of a real algebraic variety,
(5f) for every $\epsilon, 0<\epsilon<\epsilon_{5}$, for every $z^{\prime} \in B_{1}$ the inequality $\gamma_{2}\left(z^{\prime}\right) \geq \epsilon_{1}$ holds.

Define the $C^{\infty}$-function $\omega: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by the formula

$$
\omega\left(X_{1}, \ldots, X_{n}\right)=X_{1}+\epsilon_{3} r\left(\gamma_{2}\left(X_{1}, \ldots, X_{n}\right)\right)
$$

Note also that $\omega\left(X_{1}, \ldots, X_{n}\right)=X_{1}+\epsilon_{3} r\left(\beta_{2}\left(X_{2}, \ldots, X_{n}\right)\right)$. We claim that for every $\epsilon, 0<\epsilon<\epsilon_{5}$ for every $z \in V_{\epsilon}$ such that $|\omega(z)| \leq \epsilon_{4}$ the point $z$ is not a critical point, see [13], of the function $\omega$ on the compact smooth manifold $V_{\varepsilon}$.

Indeed, suppose contrary that $z$ is a critical point of the function $\omega$. If $\left|\gamma_{2}(z)\right|>\epsilon_{1}$ then the gradients of the functions $f-\epsilon g$ and $\omega$ in the point $z$ are parallel to the vector $(1,0, \ldots, 0)$. Hence, $z=\xi^{(j)}(\epsilon, 0)$ for some $1 \leq j \leq \mu_{0}$. Conditions (5v) and (5vi) imply that $1 \leq j \leq \mu_{2}$. Condition (5iv) (or (5ix)) implies that $j \in J_{1} \cup J_{2}$. Now from the definition of the function $\omega$ conditions (4b), (5vii) and (5viii) we get a contradiction.

If $\left|\gamma_{2}(z)\right| \leq \epsilon_{1}$ then the gradients of the functions $f-\epsilon g$ and $\omega$ in the point $z$ are parallel to the vector

$$
\left(1, \epsilon_{3} r^{\prime}\left(\gamma_{2}(z)\right) \frac{\partial \gamma_{2}}{\partial X_{2}}(z), \ldots, \epsilon_{3} r^{\prime}\left(\gamma_{2}(z)\right) \frac{\partial \gamma_{2}}{\partial X_{n}}(z)\right)
$$

Set

$$
v_{i}=\epsilon_{3} r^{\prime}\left(\gamma_{2}(z)\right) \frac{\partial \gamma_{2}}{\partial X_{i}}, \quad 2 \leq i \leq n
$$

Then (3a) implies $|v|^{2} \leq \epsilon_{2}$. In this case $z=\xi^{(j)}(\epsilon, v)$ for some $1 \leq j \leq \mu_{0}$. Conditions ( 5 v ) and (5vi) imply that $1 \leq j \leq \mu_{2}$. We obtain a contradiction from the definition of the function $\omega$ and conditions (5i), (5iii) and (5iv). The required assertion is proved.

Now, see [13], we get that there is a diffeomorphism

$$
\begin{equation*}
\alpha:\left[-\epsilon_{4}, \epsilon_{4}\right] \times\left(V_{\epsilon} \cap\left\{z: \omega(z)=-\epsilon_{4}\right\}\right) \longrightarrow V_{\epsilon} \cap\left\{z:|\omega(z)| \leq \epsilon_{4}\right\} \tag{19}
\end{equation*}
$$

such that $\omega(\alpha(a, w))=a$ for every $-\epsilon_{4} \leq a \leq \epsilon_{4}$ and $w \in V_{\epsilon} \cap\left\{z: \omega(z)=-\epsilon_{4}\right\}$. Denote $V_{\epsilon, a}=V_{\epsilon} \cap\{z: \omega(z)=a\}$ for $-\epsilon_{4} \leq a \leq \epsilon_{4}$. Denote by $i_{a}: V_{\epsilon, a} \rightarrow$
$V_{\epsilon} \cap\left\{z:|\omega(z)| \leq \epsilon_{4}\right\}$ the mappings of the inclusions. Then (19) implies that the homomorphisms of the groups of singular homologies induced by $i_{a}$

$$
i_{a *}: H_{n-s-1}\left(V_{\epsilon, a}, \mathbb{Z} / 2 \mathbb{Z}\right) \rightarrow H_{n-s-1}\left(V_{\epsilon} \cap\left\{z:|\omega(z)| \leq \epsilon_{4}\right\}, \mathbb{Z} / 2 \mathbb{Z}\right)
$$

have the same image for all $-\epsilon_{4} \leq a \leq \epsilon_{4}$. Hence the same is true for the through homomorphisms

$$
\begin{array}{ccc}
H_{n-s-1}\left(V_{\epsilon, a}, \mathbb{Z} / 2 \mathbb{Z}\right) & \longrightarrow & H_{n-s-1}\left(V_{\epsilon} \cap\left\{z:|\omega(z)| \leq \epsilon_{4}\right\}, \mathbb{Z} / 2 \mathbb{Z}\right)
\end{array}>
$$

Denote by $j(a): H_{n-s-1}\left(V_{\epsilon, a}, \mathbb{Z} / 2 \mathbb{Z}\right) \rightarrow H_{n-s-1}\left(\mathbb{R}^{n} \backslash E, \mathbb{Z} / 2 \mathbb{Z}\right)$ this through homomorphism. Denote $j_{-}=j\left(-\epsilon_{4}\right)$ and $j_{+}=j\left(\epsilon_{4}\right)$.

We have the commutative diagram of the homology groups induced by the inclusions of topological spaces

$$
\begin{array}{rlrl}
H_{n-s-1}\left(V_{\epsilon, a}, \mathbb{Z} / 2 \mathbb{Z}\right) & \longrightarrow & H_{n-s-1}\left(\left(\mathbb{R}^{n} \backslash E\right) \cap\{z: \omega(z)=a\}, \mathbb{Z} / 2 \mathbb{Z}\right) \\
\downarrow & & & \\
H_{n-s-1}\left(V_{\epsilon}, \mathbb{Z} / 2 \mathbb{Z}\right) & \longrightarrow & & H_{n-s-1}\left(\mathbb{R}^{n} \backslash E, \mathbb{Z} / 2 \mathbb{Z}\right) .
\end{array}
$$

The topological space $\left(\mathbb{R}^{n} \backslash E\right) \cap\left\{z: \omega(z)=\epsilon_{4}\right\}$ is homeomorphic to $\mathbb{R}^{n-1}$ since $E \cap\left\{z: \omega(z)=\epsilon_{4}\right\}=\emptyset$. Hence the homology group $H_{n-s-1}\left(\left(\mathbb{R}^{n} \backslash E\right) \cap\{z:\right.$ $\left.\left.\omega(z)=\epsilon_{4}\right\}, \mathbb{Z} / 2 \mathbb{Z}\right)=0$ since $n-s-1>0$. Therefore, the image $\operatorname{Im}\left(j_{+}\right)=0$.

On the other hand, by (5f) and (5e) the image $\operatorname{Im}\left(j_{-}\right)$contains the homological class of the cycle $s_{1} \in Z_{n-s-1}\left(\mathbb{R}^{n} \backslash E, \mathbb{Z} / 2 \mathbb{Z}\right)$ defined above. Let us show that $s_{1}$ is not homological to zero in $H_{n-s-1}\left(\mathbb{R}^{n} \backslash E, \mathbb{Z} / 2 \mathbb{Z}\right)$. Indeed, the intersection of $B_{1} \cap E$ consists of one point $z_{0}$ and is transversal in this point. So by the general topological duality theory, see [16], the linking coefficient modulo 2 of cycles $e$ and $s_{1}$ is not zero. From here our assertion follows immediately.

Thus, we have $0 \neq \operatorname{Im}\left(j_{-}\right)=\operatorname{Im}\left(j_{+}\right)=0$. Hence, the initial assumption that $E^{\prime} \not \subset\left\{\xi^{(j)}: 1 \leq j \leq \mu_{2}\right\}$ leads to a contradiction. Therefore, $E^{\prime} \subset\left\{\xi^{(j)}: 1 \leq\right.$ $\left.j \leq \mu_{2}\right\}$. In the similar way $E^{\prime \prime} \subset\left\{\xi^{(j)}: 1 \leq j \leq \mu_{2}\right\}$. The theorem is proved.

REMARK 6 Slightly modifying the proof of Theorem 3 one can consider also the case when $\operatorname{dim} V(R)=n-1$.

REMARK 7 The condition that the image of every simplex $\phi\left(\sigma_{p_{j}}\right), 1 \leq j \leq q$, is not contained in any hyperplane $\mathcal{Z}_{\mathbb{R}}\left(\sum_{1 \leq i \leq n} y_{i} X_{i}-a\right)$, $a \in \mathbb{R}$ implies that $\operatorname{dim} E^{\prime}, \operatorname{dim} E^{\prime \prime}<s$ and this condition is used only with the aim to prove these inequalities.

REMARK 8 In the general case under the conditions of Theorem 3 the points from $E^{\prime}$ and $E^{\prime \prime}$ may belong to many different components of $V(\mathbb{R})$ even in the case when $E$ is contained in one irreducible component of $V(\mathbb{R})$.

## 3 Proof of Theorem 1

Note that the case $s=0$ is known, see [14]. Similarly, by [14] one can decide whether $V(R)=\emptyset$. So we shall assume in what follows that $s \geq 1$ and $\operatorname{dim} V(R) \geq 1$. We can suppose without loss of generality that $n \geq 3$ and $\operatorname{dim} V(R) \leq n-2$ considering if it is necessary the embedding $\mathbb{A}^{n} \rightarrow \mathbb{A}^{n+2}$.

At first consider the case when $R=\mathbb{R}$. Construct using the algorithm from Section 1 the vector $z=\left(1, z_{2}, \ldots, z_{n}\right)$ with integer coefficients with the lengths $O(n \log d)$ such that $\mu\left(z_{2}, \ldots, z_{n}\right)=\mu$. Effecting if necessary a linear transformation of $\mathbb{A}^{n}$ we can suppose without loss of generality that $z=(1,0, \ldots, 0)$ and $y_{1}=1$.

Let $V_{s}$ be the closure in the Zariski topology of the set of all smooth points of the real algebraic variety $V(R)$. The number of irreducible components of $V_{s}$ is bounded from above by $\mathcal{P}\left(d^{n}\right)$ for a polynomial $\mathcal{P}$, see [15].

By Lemma 8 there is an integer $a \neq 0$ bounded from above by a polynomial in $d^{n}$ such that

$$
\mu\left(a c, a c^{2}, \ldots, a c^{n-1}\right)=\mu
$$

for all integers $1 \leq c \leq n \mathcal{P}\left(d^{n}\right)+1$. Construct such an integer $a$ within the time polynomial in $d^{n}$ and the size of input according to Section 1 . Note that any $n$ vectors of the set

$$
C=\left\{\left(1, a c, a c^{2} \ldots, a c^{n-1}\right): 1 \leq c \leq n \mathcal{P}\left(d^{n}\right)+1\right\}
$$

are linearly independent. For every simplex $\sigma_{p_{j}}$ of the considered cycle $e$ the image $\phi\left(\sigma_{p_{j}}\right)$ is contained in some irreducible component of $V_{s}$, see [2]. Hence, there is $c_{0} \in C$ such that every $\phi\left(\sigma_{p_{j}}\right)$ is not contained in any hyperplane

$$
\mathcal{Z}\left(X_{1}+a c_{0} X_{2}+a c_{0}^{2} X_{3}+\ldots+a c_{0}^{n-1} X_{n}-b\right), \quad b \in R
$$

Denote $v_{c}=\left(1, a c, a c^{2} \ldots, a c^{n-1}\right)$ for all $c$ and $v_{0}=v_{c_{0}}$.
By Lemma 8 the equality $\mu\left(y+\delta v_{0}\right)=\mu$ holds for all sufficiently small $\delta>0$. Besides that, every $\phi\left(\sigma_{p_{j}}\right)$ is not contained in any hyperplane $\mathcal{Z}\left((1+\delta) X_{1}+\left(y_{2}+\delta a c_{0}\right) X_{2}+\left(y_{3}+\delta a c_{0}^{2}\right) X_{3}+\ldots+\left(y_{n}+\delta a c_{0}^{n-1}\right) X_{n}-b\right), \quad b \in R$ for all sufficiently small $\delta>0$.

Consider the system of polynomial equations

$$
\left\{\begin{array}{l}
f_{\varepsilon}=0  \tag{20}\\
(1+\delta) \frac{\partial f_{\varepsilon}}{\partial X_{i}}-\left(y_{i}+\delta a c^{i-1}\right) \frac{\partial f_{\varepsilon}}{\partial X_{1}}=0, \quad 2 \leq i \leq n
\end{array}\right.
$$

Let the sets $E_{\delta}^{\prime}$ and $E_{\delta}^{\prime \prime}$ correspond to the vector $y+\delta v_{0}$ similarly as $E^{\prime}, E^{\prime \prime}$ correspond to $y$. Theorem 3 implies that for all sufficiently small $\delta>0$ there are points $z_{\delta}^{\prime} \in E_{\delta}^{\prime}$ and $z_{\delta}^{\prime \prime} \in E_{\delta}^{\prime \prime}$ which are standard parts of some solutions of the system (20) with $c=c_{0}$.

The compactness of $E$ implies now that there is a sequence $\delta_{i}>0, i=1,2, \ldots$ which tends to zero such that the points $z_{\delta_{i}}^{\prime}$ and $z_{\delta_{i}}^{\prime \prime}$ tend to points $z^{\prime} \in E^{\prime}$ and $z^{\prime \prime} \in E^{\prime \prime}$.

Now let $\delta$ be a variable. Consider the set $W$ of all the points which are standard parts relative to $\varepsilon$ of solutions of system $(20)$ in $\left(\mathbb{A}^{n} \times \mathbb{A}^{1}\right)(\overline{C(\varepsilon)})$ where $\mathbb{A}^{n}$ has coordinates $X_{1}, \ldots, X_{n}$ and $\mathbb{A}^{1}$ has the coordinate $\delta$. Then $W$ is an algebraic variety and the union of all components of $W$ which are not contained in $\mathcal{Z}(1+\delta)$ is a curve $W_{c}$ since for every $\delta \neq 1$ system (20) has a finite number of solutions by Section 1. Further, $z^{\prime}, z^{\prime \prime} \in W_{c_{0}} \cap \mathcal{Z}(\delta)$. So we define

$$
S_{y}=\bigcup_{c \in C}\left(W_{c}(R) \cap \mathcal{Z}(\delta)\right)
$$

Note that every curve $W_{c}$ can be constructed within the required time considering standard parts relative to $\varepsilon$ of solutions of system $(20)$ in $\mathbb{A}^{n}(\overline{(C(\delta, \varepsilon)})$ by [5] and using Newton-Puiseux expansions, cf. [3], [4], [6], [7]. Further in a similar way one can construct the set $S_{y}$. The theorem is now proved for the case $R=\mathbb{R}$.

In the general case we use the transfer principle, [2]. It is sufficient to note that the fact that the real algebraic variety is semi-algebraically triangulated can be expressed in the language of the first order theory of real fields. The theorem is proved.
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