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IntroductionIn the paper polynomial{time algorithms are suggested for the computation of suchbasic numerical characteristics of algebraic varieties as degrees, dimensions of com-ponents containing a given point, multiplicities of points. Besides that, smoothpoints with their tangent spaces on each component of the algebraic variety areconstructed. The case of zero{characteristic ground �eld is considered.This paper continues and uses the results and technics of [3], [4] and [5] wherethe problem of the computation of the dimension of algebraic varieties and theircomponents was solved for the case of zero{characteristic, see Introductions of [3],[5]. The case of non{zero characteristic for all the problems considered here is open.The results of real algebraic geometry are essentially used in the present paper andin [3], [4] and [5]. We consider an algebraically closed �eld of zero characteristicas an extension of degree 2 of a real ordered �eld. The required property canbe formulated over this real ordered �eld. After that we can apply the \transferprinciple", see [1], and reduce everything to the case of the �eld of real numbers.For this �eld we have a developed theory. The result from [14] is crucial which inits turn is based on the result of [13].It should be emphasized that this paper can not appear until two principle stepswere made in [3] and [5]. In [3] the problem of the computation of dimension wassolved for the case of projective varieties. The algorithm from [5] for the compu-tation of dimensions of all components of an algebraic variety required additionallyfour embedded recursions. It is not clear whether one can avoid all this technique of[5] for more simple problems, e.g. to �nd a point of an algebraic variety which doesnot belong to a component of the highest dimension, or even to determine whetherthere are components of di�erent dimensions. Note also that in other terms the con-struction from [5] is a polynomial{time algorithm for the choice of the projectionin the Noether normalization theorem.Now we give the precise statements. Let k = Q(t1; : : : ; tl; �) be the �eld wheret1; : : : ; tl are algebraically independent over the �eld Q and � is algebraic overQ(t1; : : : ; tl) with the minimal polynomial F 2 Q[t1; : : : ; tl; Z] and leading co-e�cient lcZF of F is equal to 1. Let homogeneous polynomials g0; : : : ; gm 2k[X0; : : : ; Xn] be given. Consider the closed algebraic set or which is the same inthis paper the algebraic varietyV = f(x0 : : : : : xn) : gi(x0; : : : ; xn) = 0 80 � i � mg � Pn(k) :This is a set of all common zeros of polynomials g0; : : : ; gm in the projective spacePn(k, where k is an algebraic closure of k. Below for brevity we shall use denotationslike V = fg0 = : : : = gm = 0g.We shall represent each polynomial f = gi in the formf = 1a0 Xi0;:::;in X0�s<degf ai1;:::;in;j�jXi00 � � �Xinn ;2



where a0; ai1;:::;in;j 2Z[t1; : : : ; tl]; gcdi1;:::;in;j(a0; ai1;:::;in;j) = 1. De�ne the lengthl(a) of an integer a by the formula l(a) = minfs 2 Z: jaj < 2s�1g. The lengthof coe�cients l(f) of the polynomial f is de�ned to be the maximum of length ofcoe�cients fromZof polynomials a0; ai1;:::;in;j and the degreedegt�(f) = maxi1;:::;in;jfdegt�(a0); degt�(ai1;:::;in;j)g ;where 1 � � � l. In the similar way degt� F and l(F ) are de�ned.We shall suppose that we have the following boundsdegX0;:::;Xn (gi) < d; degt�(gi) < d2; l(gi) < M;degZ(F ) < d1; degt�(F ) < d1; l(F ) < M1 :The size L(f) of the polynomial f is de�ned to be the product of l(f) to the numberof all the coe�cients fromZof f in the dense representation. We haveL(gi) < (�d+ nn �d1 + 1)dl2MSimilarly L(F ) < dl+11 M1. Below if there is no special mention about it we set l tobe �x.Let Vs be the union of all the components of of V of the dimension n� s where0 � s � n. The degree deg Vs of Vs is equal to maxH #Vs \H where the maximumis taken over all the linear subspaces H of Pn(k) of the dimension s such that#Vs \H < +1. The degree deg V of V is set to be P0�s�n deg Vs.THEOREM 1. Let a projective algebraic variety V over the ground �eld kbe given as a set of common zeros in Pn(k) of a family of homogeneous polynomialsg0; : : : ; gm 2 k[X0; : : : ; Xn] of the degrees less than d. Then the degrees deg Vs forall 0 � s � n and deg V can be computed within the time polynomial in dn, d1, d2,M , M1, m.Let x 2 Pn(k). The dimension dimx V of the variety V in the point x (or inthe neighborhood of the point x) is set to be maxW dimW where the maximum istaken over all the components W of V such that x 2 W . Denote by W the set ofall such components W .THEOREM 2. Let x 2 Pn(k). The dimensions of all the components con-taining the the point x, i.e. the set fdimW : W 2 Wg can be computed within thetime polynomial in dn, d1, d2, M , M1, m and the size of the point x. Therefore,the dimension dimx V of the variety V in the point x can be computed within thesame time.Now let a point x 2 Vs and 0 � s � n � 1. Denote by L the set of linearsubspaces L of Pn(k) such that dimL = s, x 2 L and #Vs \ L < +1. Themultiplicity �(x; Vs) of the point x of the variety Vs is de�ned by the formula�(x; Vs) = minL2Lf1 + deg Vs �#Vs \Lg:3



This formula can be explained in the following way, c.f. [12]. By its initial meaningthe multiplicity �(x; Vs) is equal to to the number of points in�nitely close to x ofthe intersection of a generic linear subspace ~L, dim ~L = s, which is in�nitely closeto the point x. So #Vs \ ~L = degVs. When one shifts this generic linear subspaceto the generic subspace L containing the point x (by an in�nitely small shift) allthe points of the intersection which were in the in�nitely small neighborhood ofx goes to x, other points of the intersection go bijectively to �1 + #Vs \ L =maxL2Lf�1 +#Vs \ Lg points. So one get this formula for �(x; Vs).If x 2 Vn then �(x; Vn) = 1. If x 2 V set S(x) = fs : x 2 Vsg. The multiplicity�(x; V ) of the point x of the variety V is set to be�(x; V ) = Xs2S(x)�(x; Vs):THEOREM 3. The multiplicities �(x; Vs) for all 0 � s � n and �(x; V ) canbe computed within the time polynomial in dn, d1, d2, M , M1, m and the size ofthe point x.THEOREM 4. Let a projective algebraic variety V over the ground �eld kbe given as a set of common zeros in Pn(k) of a family of homogeneous polynomialsg0; : : : ; gm 2 k[X0; : : : ; Xn] of the degrees less than d. Let Vs as above be the unionof all the components of V of the dimension j where 0 � s � n. Then one canconstruct for every 0 � s � n a �nite set As of smooth points of Vs and for everypoint x 2 As the tangent space Tx of the variety Vs in the point x. The tangentspaces are considered here as linear subspaces of Pn(k). Besides that, As satisfy tothe property that for every componentW of Vs there exists a point x 2 As\W . Thenumber of elements #As � ds. The working time of the algorithm for constructingall As, 0 � s � n is polynomial in dn, d1, d2, M , M1, m.REMARK 1. The working time of the algorithm from the theorems 1, 2, 3and 4 is essentially the same as by solving system of polynomial equations with a�nite set of solutions in the projective space. So it can be formulated also in thecase when l is not �xed, see [6]1 Computation of the degree of algebraic varietiesand its smooth pointsWe need the following lemma.LEMMA 1. Let Vs, 0 � s � n be the variety from the statement of Theorem1 and L0; Ls+1; Ls+2; : : : ; Ln be n� s+1 linear forms from k[X0; : : : ; Xn] such thatVs \ fL0 = Ls+1 = Ls+2 = : : : = Ln = 0g = �in Pn(k). Denote byp : Vs �! Pn�s(k); (X0 : : : : : Xn) 7! (L0 : Ls+1 : : : : : Ln)which is a �nite morphism [9]. Then 4



(i) there exists an open in the Zariski topology subset U of Pn�s(k) such that forevery x 2 U the cardinality #p�1(x) = deg Vs,(ii) if for some point x 2 Pn�s(k) the cardinality #p�1(x) = deg Vs then for everyy 2 p�1(x) the point y is a smooth point of the variety Vs and the di�erentialof p in the point y dyp : Ty;Vs �! Tx;Pn�sis the isomorphism of tangent spaces Ty;Vs and Tx;Pn�s of the varieties Vs andPn�s(k) in the points y and x respectively.PROOF. We can suppose without loss of generality that Vs = W is irreducibleover k. Let Y 2 k[X0; : : : ; Xn] be a linear form. Consider the morphismp1 : W �! Pn�s+1(k); (X0 : : : : : Xn) 7! (Y : L0 : Ls+1 : Ln):Since p is �nite morphism p1(W ) is a closed subset in Pn�s+1(k) and p1(W ) =fG = 0g where G 2 k[Y; L0; Ls+1; : : : ; Ln] is a separable homogeneous polynomialwith leading coe�cient lcYG = 1.By the theorem about the primitive element for �elds there exists a linear formY 2 k[X0; : : : ; Xn] such that that the morphismp1 : W �! Pn�s+1(k); (X0 : : : : : Xn) 7! (Y : L0 : Ls+1 : Ln)induces the birational isomorphism W �! p1(W ) which we shall denote p2. Sothere exists an open subset U1 � W such that p2(U1) is open in p1(W ) and p2induces the isomorphism U1 �! p2(U1).There exists a projection p3 : p1(W ) �! Pn�s(k) such that p = p3 �p2. DenoteR = ResY (G;G0Y ) the discriminant of the polynomialG relatively to Y . Then 0 6= Ris a homogeneous polynomial since G is a separable homogeneous polynomial withleading coe�cient lcYG = 1. If R(x) 6= 0 then the cardinality #p�13 (x) = degY G,for every y 2 p�13 (x) the point y is a smooth point of the variety p1(W ) and thedi�erential of p3 in the point ydyp3 : Ty;p1(W ) �! Tx;Pn�sis the isomorphism of tangent spaces Ty;p1(W ) and Tx;Pn�s of the varieties p1(W )and Pn�s(k) in the points y and x respectively. The last statement follows here justfrom the fact that G0Y (y) 6= 0 since R(x) 6= 0.Set U = fR 6= 0g n p3(p2(W ) n p2(U1)). Then for every x 2 U(i) the cardinality #p�1(x) = degG,(ii) for every y 2 p�1(x) the point y is a smooth point of the variety W and thedi�erential of p in the point ydy : Ty;W �! Tx;Pn�sis the isomorphism of tangent spaces Ty;W and Tx;Pn�s of the varieties W andPn�s(k) in the points y and x respectively.5



Show that degG = degW . Let " > 0 be an in�nitely small value relatively to the�eld k. So the map of the standard partst : Pr(k(")) �! Pr(k)for every r � 0 is de�ned, see [5]. Denote byH1 the set of familiesH of n�s+1 linearformsH0;Hs+1;Hs+2; : : : ;Hn in X0; : : : ; Xn such that if one change in the formula-tion of Lemma 1 the forms L0; Ls+1; Ls+2; : : : ; Ln for H0;Hs+1;Hs+2; : : : ;Hn then(i) and (ii) will be satis�ed for U (H) and p(H) corresponding to U and p. ConsiderH1 as a subset of A (n�s+1)(n+1) . Then [9] H1 is an open subset of A (n�s+1)(n+1) inthe Zariski topology.Therefore, there exists a family H0;Hs+1;Hs+2; : : : ;Hn in H1(k(")) such thatall the forms Hj �Lj have in�nitely small coe�cients. Thus, by Lemma 8 from [4]for every x 2 U \ U (H) for every y� 2 p(H)�1(x) the element y = st y� 2 p�1(x).The di�erential of p in the point y is the isomorphism. Therefore, by the theoremabout the implicit function there exists a unique y0 2 p(H)�1(x) such that sty0 = y.Hence, y0 = y�. Thus,degW = #p(H)�1(x) = #p�1(x) = degY Gand, therefore, degG = degW and (i) is proved.To prove (ii) note that ifR(x) 6= 0 and y 2 p�1(x) then the point p1(y) is smooth,the local ringOp1(y);p1(W ) of the variety p1(W ) in the point p1(y) is integrally closed.Therefore, the local rings Oy;W ' Op1(y);p1(W )since Oy;W is integral over Op1(y);p1(W ) and has the same fraction �eld. Thus, p1 isan isomorphism in the neighborhood of each point y 2 p�1(x). So we can supposethat p�1(x) � U1 and, therefore, x 2 U . Now (ii) follows from the fact that foreach point x for which #p�1(x) = degW there exists a linear form Y such that thecorresponding p1 is birational, #p�12 (x) = degW and so R(x) 6= 0 by the provedabove. The Lemma is proved.We shall suppose without loss of generality thatdeg(gi) = degX0 ; ::: ;Xn (gi) = dfor all 0 � i � m changing if it is necessary each polynomial gi for the family ofpolynomials fgiX� deg(gi)+dj g0�j�n .Remind that in [5] for each s the algorithmof polynomial complexity is suggestedwhich �nds all the s for which Vs 6= �. For every s at the step s the algorithm of [5]constructs polynomials h1; : : : ; hs and linear forms L(s)s+1; : : : ; L(s)n in X0; : : : ; Xnwith integer coe�cients of the size O(n logd) such thathi = X0�j�m�i;jgj; �i;j 2Z6



for all i; j. Besides that, the following property is ful�lled. LetWs = fh1 = : : : = hs = 0g � Pn(k)be the variety of all common zeros of polynomials h1; : : : ; hs in Pn(k), the varietyW 0 be the union of all the components U1 of W such that dimU1 = n� s, and W 00be the union of all the components U1 of W such that dimU1 > n � s. Then thesubset of Pn(k) W 0 \ fL(s)s+1 = : : : = L(s)n = 0gis �nite and W 0 \ fL(s)s+1 = : : : = L(s)n = 0g \W 00 = � :The form L(s)0 is such that it is not equal to zero in each point of W 0 \ fL(s)s+1 =: : : = L(s)n = 0g.We shall denote also W 0 = W 0s;W 00 = W 00s when the dependence on s will beessential.Compute, see [3], [5], all the points fxug1�u�N of the set W 0 \ fL(s)s+1 = : : : =L(s)n = 0g. Let xu = (xu;0 : : : : : xu;n) where all xu;i are from a �nite extension ofk. Construct a real structure for the �eld K = k(xu;0; : : : ; xu;n), see [3], [5], whichinduces the real structure on k.Let "1 > 0 be an in�nitely small value relatively to the �eld K and "2 > 0 anin�nitely small value relatively to the �eld K("1), the �eld K1 = K("1; "2).Let Y0; : : : ; Yn be new variables. For every 0 � u � N consider the followingsystem of equations and inequalities with coe�cients in K18>>>>>>>><>>>>>>>>: hi = 0; 1 � i � shi(Y0; : : : ; Yn) = 0; 1 � i � sL(s)j (X0 � Y0; : : : ; Xn � Yn) = 0; j 2 f0; s+ 1; : : : ; ngP0�i�n jXi � xu;ij2 � "1;P0�i�n jYi � xu;ij2 � "1;P0�i�n jYi �Xij2 � "2; (1; u)LEMMA 2. Let W 0 = W 0s as above. Then N = degW 0 if and only if forevery 1 � u � N there exist no solutions of system (1; u) in A 2n+2(K1). If for every1 � u � N there exist no solutions of system (1; u) in A 2n+2(K1) then all the pointsfxug1�u�N of the variety W 0 are smooth and the di�erentials of the projectionp : W 0 �! Pn�s(k); (X0 : : : : : Xn) 7! (L(s)0 : L(s)s+1 : : : : : L(s)n )in points fxug1�u�N are isomorphisms.PROOF. Follows directly from Lemma 1 when one changes g0; : : : ; gm forh1; : : : ; hs and therefore Vs for W 0s, c.f. also the proof of lemmas 14, 15 of [5].Return to the description of the algorithm. Our aim now is to compute degW 0.Construct a solution of some system (1; u) or ascertain that for every 1 � u � N7



there exists no solutions of system (1; u) in A 2n+2(K1). In the last case by Lemma2 the degree degW 0 = N is already computed. Suppose that there exists a solution(x00; : : : ; x0n; y00; : : : ; y0n) 2 A 2n+2(K1)of some system (1; u0). Denote x0 = (x00 : : : : : x0n) and y0 = (y00 : : : : : y0n), sox0; y0 2 Pn(K1). SetL0i = L(s)i � (L(s)i =L(s)0 )(x0)L(s)0 ; s+ 1 � i � n; L00 = L(s)0 :Compute all the points from the set W 0 \ fL0s+1 = : : : = L0n = 0g in Pn(K1.Denote N 0 = #W 0 \ fL0s+1 = : : : = L0n = 0g. By Lemma 8 from [4] for everyx� 2W 0 \ fL0s+1 = : : : = L0n = 0g there exists 1 � u � n such that st x� = xu. SoN 0 � N . Further, x0; y0 2 W 0 \ fL0s+1 = : : : = L0n = 0g, x0 6= y0 and stx0 = st y0.Therefore, N 0 � N + 1 > N .Now apply the second auxiliary algorithm from [5] to L00; L0s+1; : : : ; L0n andconstruct linear forms M0;Ms+1; : : : ;Mn with coe�cients from Zof the lengthO(n log d) such that#W 0 \ fMs+1 = : : : =Mn = 0g � N 0,W 0 \ fMs+1 = : : : = Mn = 0g \W 00 = � and M0 = L00.After that, return recursively to the beginning of the algorithm described chang-ing the forms L(s)0 ; L(s)s+1; : : : ; L(s)n for M0;Ms+1; : : : ;Mn. Since N 0 > N there are atmost ds such returns in the algorithm.Thus, we shall compute in the required time deg W 0 and we can suppose withoutloss of generality by Lemma 2 that N = deg W 0, all the points xu; 1 � u � N aresmooth on the variety W 0 and the di�erentials of the projection p, see Lemma 2, inthe points xu; 1 � u � N are isomorphisms.Show how to choose among the points xu; 1 � u � N the points from Vs. Let1 � u � N . Consider the following system of equations and an inequality withcoe�cients from k("1)h1 = : : : = hs = 0; hs+1 6= 0; X0�i�n jXi � xu;ij2 < "1: (2; u)LEMMA 3. The point xu = (xu;0 : : : : : xu;n) 2 Vs if and only if system (2; u)has no solutions in A n+1(k("1)).PROOF. It follows directly from the fact that the point xu is smooth and fromthe de�nition of polynomials h1; : : : ; hs+1, see above (and also [5]). The lemma isproved.Now construct, c.f. [3], [5], solving systems (2; u) the subset A � f1; : : : ; ng ofall indices u such that system (2; u) has no solutions in A n+1 (k("1)).8



By Lemmas 1, 2 and 3 we have #A = deg Vs, the set Vs\fL(s)s+1 = : : : = L(s)n =0g = fxu : u 2 Ag and the di�erentials of the projection p, see Lemma 2, in thepoints xu; u 2 A are isomorphisms.Thus, the degree deg Vs and the set of smooth points fxu : u 2 Ag � Vs can becomputed for every s. Theorem 1 is proved.To proves Theorem 4 it is su�cient now to construct the tangent spaces of Vsin the points from fxu : u 2 Ag.LEMMA 4. Let � = (�1; : : : ; �r) : V 0 �! kr , r � 0, be a morphism ofalgebraic varieties which �1; : : : ; �r is given by the coordinate its functions �1; : : : ; �rin kr , let the point y 2 V 0 be smooth and the di�erentialdy� : Ty;V 0 �! T�(y);krof � in the point y be the isomorphism of the tangent space Ty;V 0 of V 0 in the pointy and T�(y);kr of kr in �(y). DenoteCj = f(z1; : : : ; zr) 2 kr : zm � �m(y) = 0; 1 � m � r; m 6= jgfor every 1 � j � r. Then Dj = ��1(Cj) = fx 2 V 0 : �m(x) � �m(y) = 0; 0 �m � r; m 6= jg is a curve in some neighborhood of y, the point y is smooth on Dj,so the tangent space Ty;Dj of Dj in the point y is the subset Ty;Dj � Ty;V 0 . Finally,we have P1�j�r Ty;Dj = Ty;V 0 .PROOF. In the case when one changes k for C the statements of the lemmafollow directly from the theorem about the implicit function. In the consideredcase it is su�cient to apply the transfer principle for the �eld supplied with a realstructure, c.f. [3], see [1]. The lemma is proved.Now set V 0 = p�1(fL(s)0 6= 0g) � W 0 where p is the projection from Lemma 2and y = xu for some u 2 A. So fL0 6= 0g ' kn�s. Set � = pjV 0 . Apply Lemma 4.We haveDj = fh1 = : : : = hs = 0&L(s)s+m�(L(s)s+m=L(s)0 )(xu)L(s)0 = 0; 1 � m � n�s; m 6= jgfor 1 � j � n � s in some neighborhood of xu.Thus, construct general points of curves Dj and Newton{Puiseux expansionsof coordinate functions of general points of Dj in uniformizing elements in someneighborhood of xu, c.f. [3] section 3, paragraphs (11), (12), (13) and also [5],section 1, paragraph (16). Now one can easily construct the tangent space Txu;Djof Dj in the point xu. Hence, by Lemma 4 all the tangent spaces TxuVs, u 2 A, canbe constructed in the required time. Theorem 4 is proved.2 Computation of dimensions of components con-taining the point and the multiplicity of a pointNow we are going to prove Theorem 2. This theorem follows immediately from thefollowing lemma. 9



LEMMA 5. Let x 2 W 0 = W 0s, see Section 1. Then one can decide whetherx 2 Vs within the time polynomial in dn, d1, d2, M , M1, m and the size of thepoint x.PROOF. Construct the set fxu : u 2 Ag of smooth points of Vs such thatfxu : u 2 Ag = Vs \ fL(s)s+1 = : : : = L(s)n = 0g, see Section 1. Construct a linear subspace L ofPn(k) of dimension s+1 containingthe point x and the linear subspace fL(s)s+1 = : : : = L(s)n = 0g of dimension s. Sothe linear subspace L = fLs+2 = : : : = Ln = 0g where the linear forms Li,s + 2 � i � n, in L(s)s+1; : : : ; L(s)n are constructed.The intersection L \ Vs is a curve Cs. Each irreducible component of Cs is anirreducible component of the variety of solutions of the systemh1 = : : : = hs = Ls+2 = : : : = Ln = 0: (3)The points fxu : u 2 Ag are smooth on the variety of solutions of (3) by theconstruction of Section 1 and Cs � fxu : u 2 Ag. So applying the algorithm from[6], c.f. also [3],[5], construct in the required time the systems of equations whichgives one{dimensional irreducible components of the variety of solutions of (3),then substituting in them the coordinates of the points from fxu : u 2 Ag chooseamong these irreducible components those which are components of Cs. Finally,substituting in the systems of equations which gives irreducible components of Csthe coordinates of the point x decide whether x 2 Cs, i.e. whether x 2 Vs. Thelemma is proved.Theorem 2 is proved. Now we are going to prove Theorem 3.Denote by con(x; Vs) the tangent cone of the variety Vs in the point x. It consistsby de�nition of the lines containing x which are limits of secants of Vs containingx when another point of the intersection of the secant with Vs tends to x. Strictlyspeaking this de�nition is valid for the case when the ground �eld is C . Anotherde�nition of con(x; Vs) is valid for arbitrary �elds. The cone is de�ned as the varietyof zeros of the ideal generated by the forms of the lowest degree of the elementsof the ideal of the initial variety in the case when it is a�ne and the point x hascoordinates equal to zero, see just below. Factually, if one use the second de�nitionin many cases one can give the sense to the �rst one.We can e�ect a linear automorphism of Pn(k) and suppose without loss of gen-erality (may be changing the ground �eld k) that x = (1 : 0 : : : : : 0). Wehave the following de�nition of the cone con(x; V ). Identify A n (k) with fX0 6=0g � Pn(k). Let X1; : : : ; Xn be the coordinate functions in A n(k) correspond-ing to X1=X0; : : : ; Xn=X0 in Pn(k). Denote Us = Vs \ fX0 6= 0g � A n (k). LetI(Us) � k[X1; : : : ; Xn] be the ideal of the a�ne variety Us. Each element ofF 2 k[X1; : : : ; Xn] is represented as a sum F = Fr + Fr+1 + : : : + Fm of homo-geneous polynomials Fj in X1; : : : ; Xn. So for each element of F 2 k[X1; : : : ; Xn]the form of the lowest degree Fr is de�ned. Denote by I 0(Us) (respectively I 0(Vs))10



the ideal generated by the forms of the lowest degree of the elements of I(Us). Thencon(x; V )\ fX0 6= 0g (respectively con(x; V )) is set of zeros of the ideal I0(Us) (re-spectively I0(Vs)). About the equivalence of the de�nition with secants, this oneand other de�nitions of the tangent cone see [10], [15].Note that in the case of a �eld of zero{characteristic with a real structure theequivalence of the de�nition with secants and the second given here can be provedby applying the transfer principal [1] if this equivalence is known in the classicalcase. It is essential here that the fact that the point y belongs to the variety ofzeros of the ideal I 0(Vs) can be expressed in the language of the �rst order theoryof real �elds, since one can bound the degrees of generators of I 0(Vs) by a functionin d and n.Let " > 0 be an in�nitely small value relatively to the �eld k. So the map of thestandard part st : Pr(k(")) �! Pr(k)for every r � 0 is de�ned, see [5]. Let h1; : : : ; hn be as in Section 1. Consider thefollowing system of equations and an inequality with coe�cients from k(")h1 � "Xd1 = : : : = hn � "Xdn = 0: (4)Denote by V 0" the variety of solutions of system (4) in Pn(k(")). Each irreduciblecomponent of V 0" has the dimension n� s. Set V 0 = st(V 0" ). Then, c.f. [6], V 0 is analgebraic variety in Pn(k) and each irreducible component of V 0 has the dimensionn � s. Besides that each component of Vs is a component of V 0, see [6]. SetU 0" = V 0" \ fX0 6= 0g and U 0 = V 0 \ fX0 6= 0g. These are a�ne varieties.Construct using the algorithm from [3] the familyL0; Ls+1; Ls+2; : : : ; Ln of linearforms with integer coe�cients of the size O(n logd) such thatV 0" \ fL0 = Ls+1 = Ls+2 = : : : = Ln = 0g = � (5)in Pn(k(")) and L0 is not vanishing in each point of V 0" \ fL0 = Ls+1 = Ls+2 =: : : = Ln = 0g. Condition (5) is equivalent, c.f. [6], to V 0 \ fL0 = Ls+1 =Ls+2 = : : : = Ln = 0g = � in Pn(k). We shall suppose without loss of generalitythat Ls+1(x) = Ls+2(x) = : : : = Ln(x) = 0 changing if it is necessary each Lifor Li � (Li=L0)(x)L0, s + 1 � i � n. So Ls+1; Ls+2; : : : ; Ln are linear forms inX1; : : : ; Xn.Our aim now is to construct a family of linear forms M0;Ms+1;Ms+2; : : : ;Mnsuch that M0 = L0, the forms Ms+1;Ms+2; : : : ;Mn 2 k[X1; : : : ; Xn] have the coef-�cients fromZof the length O(n log d),V 0 \ fM0 = Ms+1 = Ms+2 = : : : = Mn = 0g = �in Pn(k) and con(x; V 0) \ fM0 = Ms+1 = Ms+2 = : : : = Mn = 0g = �11



in Pn(k).We need the following de�nition. Let an algebraic curve C � A n (k) and itsbranch C� in the point (0; : : : ; 0) with a uniformizing element � be given. So wehave the decompositions of coordinate functions of the branch C� in formal powerseries xi = i;m�m + Xm<j2Zi;j� j; 1 � i � n;where i;j 2 k for all 1 � i � n;m � j 2Zand (1;m; : : : ; n;m) 6= (0; : : : ; 0). Thenthe tangent line l to this branch is de�ned by the formulal = f(1;m; : : : ; n;m)t : t 2 kg:As in Section 1 construct a real structure for the �eld k, see [3], [5], whichinduces the real structure on k. Let"0 > 0 be an in�nitely small value relatively to the �eld k,"1 > 0 an in�nitely small value relatively to the �eld k("0),"2 > 0 an in�nitely small value relatively to the �eld k("0; "1),the �eld K2 = k("0; "1; "2).Denote L = fLs+1 = Ls+2 = : : : = Ln = 0g � A n (k) where A n has thecoordinate functions X1; : : : ; Xn. Consider the following system of equations andinequalities with coe�cients from the �eld K2 in X1 : : : ; Xn; Y1 : : : ; Yn8>>><>>>: hi(1; X1 : : : ; Xn)� "2Xdi = 0; 1 � i � sP1�i�n jXij2 = "21;Lj(Y1; : : : ; Yn) = 0; s+ 1 � j � n;P1�i�n jXi � Yij2 < "0"21: (6)LEMMA 6. Let the family L0; Ls+1; Ls+2; : : : ; Ln of linear forms be as above.The following conditions are equivalent(i) con(x; V 0) \ fL0 = Ls+1 = Ls+2 = : : : = Ln = 0g = � in Pn(k)(ii) con(x; U 0) \ fLs+1 = Ls+2 = : : : = Ln = 0g = fxg in A n (k)(iii) system (6) has no solutions in A 2n(K2).PROOF. The equivalence of (i) and (ii) is straightforward.Let 0 � i � 2. If z 2 k("0; : : : ; "i) is not in�nitely great relatively to the �eldk("0; : : : ; "i�1) the the standard part st"i(z) 2 k("0; : : : ; "i�1) is de�ned, see [5], Ifz = (z1; : : : zn) 2 A n (k("0; : : : ; "i)) and all the standard parts st"i(zj), 1 � j � nare de�ned then setst"i(z) = (st"i(z1); : : : ; st"i(zn)) 2 A n(k("0; : : : ; "i�1)):12



Besides that, the maps of the standard partst"i : Pn(k("0; : : : ; "i)) �! Pn(k("0; : : : ; "i�1))are de�ned, see [5], for i = 0; 1; 2. The restrictions of these maps to A n = fX0 6= 0gcoincide with the standard part of the elements of A n as above when the latter isde�ned.Suppose that there exists a solution (x�1; : : : ; x�n; y�1; : : : ; y�n) 2 A 2n (K2) of system(6). Denote x� = (x�1; : : : ; x�n) and y� = (y�1 ; : : : ; y�n). Then one can see immediatelythat the line (the standard parts here are considered in A n )l = fst"0 � st"1(st"2y�="1)t : t 2 kg � con(x; U 0) \ fLs+1 = : : : ; Ln = 0g;since l is in the set of zeros of the corresponding ideal of the forms of the lowestdegree.Conversely, suppose that there exists a line l � con(x; U 0) \ fLs+1 = Ls+2 =: : : = Ln = 0g, x 2 l. Let l = fL2 = : : : = Ln = 0g where L2; : : : ; Ls are linearforms in X1; : : : ; Xn. Hence,l � con(x; U 0 \ fL2 = : : : = Ls = 0g)by the de�nition of the cone as the ideal of forms of the lowest degree. But U 0\fL2 =: : : = Ls = 0g is a curve. One can see that l is a tangent to some branch of thiscurve. If one takes � as a uniformizing element of this branch in the point x one caneasily get the existence of a solution of (6) considering the coordinate functions ofthis branch as functions in � . The lemma is proved. Factually, one can also provethis lemma applying the transfer principle.Suppose that system (6) has a solution x�. Construct such a solution, see [3],[5], Let the line l = fst"0 � st"1(st"2x�="1)t : t 2 kg � con(x; U 0)and l = fL2 = : : : = Ln = 0g in the denotations of the proof of Lemma 6. Constructlinear forms L2; : : : ; Ls and also L1 in X1; : : : ; Xn such that L1; : : : ; Ln are linearlyindependent over k, see [3], [5],. Denote L0 = fL1 = Ls+1 = Ls+2 = : : : = Ln = 0g.This is a linear subspace such that L0 + l = L.Let the line l0 = fx�t : t 2 K2g � con(x; U 0):Construct the linear subspace L0 + l0. Then the subspace L0 + l0 is in�nitely closeto L0 + l since x� is a solution of (6). Construct linear forms L0s+1; : : : ; L0n 2K2[X1; : : : ; Xn] such that L0 + l0 = fL0s+1 = : : : = L0n = 0g in A n (K2). Set alsoL00 = L0.Since L0+ l0 is in�nitely close to L0+ l we can suppose without loss of generality(may be changing equations of L0 + l0 and L0 + l) that the linear forms L0i � Li,13



s+1 � i � n have in�nitely small coe�cients relatively to the �eld k. So by Lemma8 from [4] we have#V 0 \ fLs+1 = Ls+2 = : : : = Ln = 0g � #V 0 \ fL0s+1 = L0s+2 = : : : = L0n = 0g:Further, there exist two points x; x� 2 V 0 \ fL0s+1 = L0s+2 = : : : = L0n = 0g suchthat their standard parts in Pn(k) are equal to x. Therefore, N =#V 0 \ fLs+1 = Ls+2 = : : : = Ln = 0g < #V 0 \ fL0s+1 = L0s+2 = : : : = L0n = 0g =N 0:Set M0 = L0. Now apply the analog of the second auxiliary algorithm from[5] to the linear forms L00; L0s+1; : : : ; L0n and construct linear forms Ms+1; : : : ;Mnin X1; : : : ; Xn with coe�cients from Zof the length O(n log d) such that #V 0 \fMs+1 = : : : = Mn = 0g � N 0 and V 0 \ fM0 = Ms+1 = : : : = Mn = 0g = �.After that, return recursively to the beginning of the algorithm described changingthe forms L0; Ls+1; : : : ; Ln for M0;Ms+1; : : : ;Mn. Since N 0 > N there are at mostds such returns in the algorithm.So we shall obtain �nally by Lemma 6 a family of linear forms M0;Ms+1,Ms+2; : : : ;Mn such that M0 = L0, the forms Ms+1;Ms+2; : : : ;Mn 2 k[X1; : : : ; Xn]with coe�cients fromZof the length O(n log d),V 0 \ fM0 = Ms+1 = Ms+2 = : : : = Mn = 0g = �in Pn(k) and con(x; V 0) \ fM0 = Ms+1 = Ms+2 = : : : = Mn = 0g = �in Pn(k). We shall suppose changing as described above the forms L0; Ls+1; : : : ; Lnfor M0;Ms+1; : : : ;Mn that these properties are satis�ed for L0; Ls+1; : : : ; Ln, i.e.the forms Ls+1; Ls+2; : : : ; Ln 2 k[X1; : : : ; Xn] have the coe�cients from Zof thelength O(n log d),V 0 \ fL0 = Ls+1 = Ls+2 = : : : = Ln = 0g = �in Pn(k) and con(x; V 0) \ fL0 = Ls+1 = Ls+2 = : : : = Ln = 0g = �in Pn(k).Our aim now is to construct a family of linear forms M0;Ms+1;Ms+2; : : : ;Mnsuch that M0 = L0, the forms Ms+1;Ms+2; : : : ;Mn 2 k[X1; : : : ; Xn] have the coef-�cients fromZof the length O(n log d),V 0 \ fM0 = Ms+1 = Ms+2 = : : : = Mn = 0g = �in Pn(k), con(x; V 0) \ fM0 = Ms+1 = Ms+2 = : : : = Mn = 0g = �14



in Pn(k) and all the points from V 0 \ fMs+1 = Ms+2 = : : : = Mn = 0g n fxg aresmooth points of the variety V 0.Construct, c.f. [5], all the points of the set V 0" \ fLs+1 = Ls+2 = : : : = Ln =0g and then taking their standard parts all points xu; 1 � u � N from the setV 0 \ fLs+1 = Ls+2 = : : : = Ln = 0g in Pn(k). We can suppose without loss ofgenerality that x1 = x. Construct a linear form L00 in X1; : : : ; Xn with coe�cientsfromZof the length O(n log d) such that L00(xu) 6= 0 for all 2 � j � N .Consider the projectionp : V 0 n fxg �! Pn�s(k); (X0 : : : : : Xn) 7! (L00 : Ls+1 : : : : : Ln):Show that for every irreducible componentW of V 0 such that there exists u � 2 forwhich xu 2W the morphism p1 = pjWnfxg is dominant.Indeed, we should show that for every such component W of V 0 the closure Fin the Zariski topology of the image p(W n fxg) coincides with Pn�s(k). For every�s+1; : : : ; �n 2 k(") which are in�nitely small relatively to the �eld k by Lemma 8from [4] the setW\fLs+1��s+1L00 = : : : = Ln��nL00 = 0gnfxg 6= � inPn�s(k(")).Therefore, p�1(1 : �s+1 : : : : : �n) is not empty in Pn�s(k(")). Therefore,F (k(")) = Pn�s(k("));and hence, F = Pn�s(k).We have the following analog of Lemma 1.LEMMA 7. Let the variety V 0, its component W , xu 2 W , u � 2, the linearforms L00; Ls+1; Ls+2; : : : ; Ln and the projection p1 : W n fxg �! Pn�s(k) be asabove.(i) there exists an open in the Zariski topology subset U of Pn�s(k) such that forevery x� 2 U the cardinality #p�11 (x�) = � > 0(ii) if for some point x� 2 Pn�s(k) the cardinality #p�11 (x�) = � then for everyy 2 p�11 (x�) the point y is a smooth point of the varietyW and the di�erentialof p in the point y dyp : Ty;W �! Tx;Pn�sis the isomorphism of tangent spaces Ty;W and Tx� ;Pn�s of the varieties Wand Pn�s(k) in the points y and x� respectively.PROOF. The proof is similar to the proof of Lemma 1. The lemma is proved.Let xu = (xu;0 : : : : : xu;n) where all xu;i are from a �nite extension of k.Construct a real structure for the �eld K = k(xu;0; : : : ; xu;n), see [3], [5], whichinduces the real structure on k.Let "1 > 0 be an in�nitely small value relatively to the �eld K and "2 > 0 anin�nitely small value relatively to the �eld K("1), the �eld K1 = K("1; "2).15



Let Y0; : : : ; Yn be new variables. For every 0 � u � N consider the followingsystem of equations and inequalities with coe�cients in K18>>>>>>>>>><>>>>>>>>>>: hi = 0; 1 � i � shi(Y0; : : : ; Yn) = 0; 1 � i � sLj(X0 � Y0; : : : ; Xn � Yn) = 0; s+ 1 � j � nL00(X0 � Y0; : : : ; Xn � Yn) = 0;P0�i�n jXi � xu;ij2 � "1;P0�i�n jYi � xu;ij2 � "1;P0�i�n jYi �Xij2 � "2; (7; u)We have the following analog of Lemma 2LEMMA 8. Let V 0 and the projection p : V 0 n fxg �! Pn�s(k) be as above.If for every 2 � u � N there exist no solutions of system (7; u) in A 2n+2(K1) thenall the points fxug2�u�N of the variety V 0 are smooth and the di�erentials of theprojection p in points fxug1�u�N are isomorphisms.PROOF. Follows directly from Lemma 7 and Lemma 8 from [4], c.f. also theproof of lemmas 14, 15 of [5].Return to the description of the algorithm. Construct a solution of some system(7; u) or ascertain that for every 2 � u � N there exists no solutions of system(7; u) in A 2n+2(K1). In the last case by Lemma 8 all the points fxug2�u�N of thevariety V 0 are smooth and the di�erentials of the projection p in points fxug1�u�Nare isomorphisms.Suppose that there exists a solution(x00; : : : ; x0n; y00; : : : ; y0n) 2 A 2n+2(K1)of some system (1; u0). Denote x0 = (x00 : : : : : x0n) and y0 = (y00 : : : : : y0n), sox0; y0 2 Pn(K1). Set L0i = Li � (Li=L00)(x0)L00; s + 1 � i � n:Compute all the points from the set V 0 \ fL0s+1 = : : : = L0n = 0g in Pn(K1).Denote N 0 = #V 0 \ fL0s+1 = : : : = L0n = 0g. By Lemma 8 from [4] for everyx� 2 V 0 \ fL0s+1 = : : : = L0n = 0g there exists 1 � u � N such that st x� = xu. SoN 0 � N . Further, x0; y0 2 V 0 \ fL0s+1 = : : : = L0n = 0g, x0 6= y0 and st x0 = st y0.Therefore, N 0 � N + 1 > N .Apply the second auxiliary algorithm from [5] to the linear forms L0s+1; : : : ; L0nand construct linear forms Ms+1; : : : ;Mn in X1; : : : ; Xn with coe�cients fromZofthe length O(n log d) such that#V 0 \ fMs+1 = : : : = Mn = 0g � N 0 > N ,V 0 \ fL0 =Ms+1 = : : : =Mn = 0g = � and set also M0 = L016



in Pn(k).After that, return recursively to the beginning of the algorithm described chang-ing the forms L0; Ls+1; : : : ; Ln for L0;Ms+1; : : : ;Mn. Since N 0 > N there are atmost ds such returns in the algorithm.Thus, e�ecting this recursive construction till the end we can suppose withoutloss of generality by Lemma 8 that all the points xu; 2 � u � N are smooth onthe variety V 0 and the di�erentials of the projection p, see Lemma 8, in the pointsxu; 2 � u � N are isomorphisms. That is we can construct the required Mj = Lj,j = 0; s+ 1; s+ 2; : : : ; n.Now construct applying Lemma 5 the subset of indices A � f2; : : : ; Ng suchthat fxu : u 2 Ag = Vs \ fLs+1 = : : : = Ln = 0g (8)in Pn(k).LEMMA 9. Let W be an irreducible component of V 0 and linear formsL0; L(i)s+1; : : : ; L(i)n , i = 0; 1 be such that for i = 0; 1 it is hold L(i)s+1; : : : ; L(i)n 2k[X1; : : : ; Xn], W \ fL0 = L(i)s+1 = : : : = L(i)n = 0g = �;con(x;W ) \ fL0 = L(i)s+1 = : : : = L(i)n = 0g = �inPn(k). Further, let for i = 0; 1 all the points ofW \fL(i)s+1 = : : : = L(i)n = 0gnfxgbe smooth and the di�erentials of the projectionp(i) : W �! Pn�s(k); (X0 : : : : : Xn) 7! (L0 : L(i)s+1 : : : : : L(i)n ):are isomorphisms in all the point from W \ fL(i)s+1 = : : : = L(i)n = 0g n fxg. Then#W \ fL(0)s+1 = : : : = L(0)n = 0g = #W \ fL(1)s+1 = : : : = L(1)n = 0g:PROOF. Suppose contrary, that#W \ fL(0)s+1 = : : : = L(0)n = 0g < #W \ fL(1)s+1 = : : : = L(1)n = 0g:Let L(i)j =P1�r�n l(i)j;rXr where l(i)j;r 2 k for all i; j; r.Consider the product of projective spaces Pn�P1 with the coordinates ((X0 :: : : : Xn); (Z 00 : Z01)). Let~L = fZ 00L(0)j + Z 01L(1)j = 0; s + 1 � j � ngbe the variety in (Pn�P1)(k). De�ne ~C as the union of components of ~L\(W�P1(k))which are not equal to fX1 = : : : = Xn = 0g and not contained in a union of a�nite number of hyperplanes fc1Z00�c0Z 01 = 0g where c0; c1 2 k. Then ~C is a curvein (Pn�P1)(k) since, c.f. [6], #~L\ (W �P1(k))\ fc1Z00 � c0Z01 = 0g < +1 for allpoints (c0 : c1) 2 P1(k) excepting a �nite number of them.17



Let " > 0 be an in�nitely small value relatively the �eld k as above. So the mapof the standard part st : (Pn�P1)(k(")) �! (Pn�P1)(k)is de�ned, c.f. [5].Show that the point (x; (1 : 0)) 2 ~C. Indeed, c.f. [6], # ~C \ fZ 00" � Z01 = 0g =#W \ fL(0)j + "L(1)j = 0; s + 1 � j � ng � #W \ fL(1)s+1 = : : : = L(1)n = 0g. Letx�i ; 1 � i � N1 be all the points of ~C\fZ 00"�Z01 = 0g. Then st(x�j ) 2 ~C\fZ01 = 0g,i.e. st(x�j ) has the form ((x0; (1 : 0)) where x0 2 W \ fL(0)s+1 = : : : = L(0)n =0g. The di�erentials of the projection p(0) are isomorphisms in all the point fromW \ fL(0)s+1 = : : : = L(0)n = 0g n fxg. Thus, by the theorem about the implicitfunction for every x0 2 W \ fL(0)s+1 = : : : = L(0)n = 0g n fxg there exists a unique1 � j � N1 such that st(x�j ) = x0. So there exists at least one 1 � j0 � N1 suchthat st(x�j0) = x. Thus, (x; (1 : 0)) 2 ~C and our assertion is proved.Denote by � : Pn � P1 �! Pn the projection to the �rst factor Pn and set~C1 = �( ~C), ~C2 = ~C1 \ fX0 6= 0g � fX0 6= 0g = A n (k) � Pn(k). Then by theproved x 2 ~C2. Denote x� = �(x�j0) 2 ~C2 and by the y� the projection (which isde�ned when a real structure is de�ned ) of the point x� to the linear subspacefL(0)s+1 = : : : = L(0)n = 0g \ fX0 6= 0g � A n (k). Denote x� = (x�1; : : : ; x�n) andy� = (y�1 ; : : : ; y�n). Then P1�i�n jx�i � y�i j2=P1�i�n jx�i j2 is an in�nitely smallvalue relatively to the �eld k since the linear subspace, see above, fL(0)j + "L(1)j =0; s+ 1 � j � ng is in�nitely close to fL(0)s+1 = : : : = L(0)n = 0g. Therefore, c.f. theproof of Lemma 6, the linel = fst"(y�=( X1�i�n jy�i j2)1=2) t : t 2 kg � con(x;W )\ fL(0)s+1 = : : : = L(0)n = 0g:We get a contradiction. The lemma is proved.Return to the consideration of the algorithm. Note that the condition that thedi�erentials of the projectionp(W ) : W �! Pn�s(k); (X0 : : : : : Xn) 7! (L0 : Ls+1 : : : : : Ln):are isomorphisms in all the point from W \ fLs+1 = : : : = Ln = 0g n fxg followsfrom the condition that the di�erentials of the projectionp1 : W n fxg �! Pn�s(k); (X0 : : : : : Xn) 7! (L0 : Ls+1 : : : : : Ln):are isomorphisms in all the point from W \ fLs+1 = : : : = Ln = 0g n fxg. Thisfact follows directly from the theorem about the implicit function.LEMMA 10. Let �(x; Vs) be the multiplicity of the point x on the variety Vsas above. Then �(x; Vs) = degVs �#A: (9)18



PROOF. Let W be an arbitrary irreducible component of V 0 and A(W ) �f1; : : : ; Ng be the subset of indices such thatfxu : u 2 A(W )g = W \ fLs+1 = : : : = Ln = 0gin Pn(k). It is su�cient to prove that �(x;W ) = degW � #A(W ) since all theterms in this formula are additive relatively to the union of components of varieties.Consider the set of familiesH of n� s linear forms Hs+1; : : : ;Hn in X1; : : : ; Xnwith coe�cients from k as the a�ne space A (n�s)n(k).Denote by U3 the subset of A (n�s)n(k) of such families Hs+1; : : : ;Hn for whichW \ fL0 = Hs+1 = : : : = Hn = 0g = �;con(x;W ) \ fH0 = Hs+1 = : : : = Hn = 0g = �in Pn(k), all the points of W \ fHs+1 = : : : = Hn = 0g n fxg are smooth and thedi�erentials of the projectionp(H) : W �! Pn�s(k); (X0 : : : : : Xn) 7! (L0 : Hs+1 : : : : : Hn):are isomorphisms in all the point fromW \fHs+1 = : : : = Hn = 0gnfxg. Then U3is open in the Zariski topology. So by the de�nition of the multiplicity there existssuch a family H = fHjgs+1�j�n for which �(x;W ) = degW � #(W \ fHs+1 =: : : = Hn = 0g n fxg)By the remark just after the proof of Lemma 9 the conditions of Lemma 9 aresatis�ed for L(0)j = Lj and L(1)j = Hj, 0 � j � n. Now applying Lemma 9 we getthe required formula �(x;W ) = degW �#A(W ). The lemma is proved.Thus, by Lemma 10 we can compute the multiplicity �(x; Vs) and, therefore,�(x; V ). The algorithm for the computation of the multiplicity of a point is com-pletely described. Theorem 3 is proved.
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