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1 IntroductionThe starting point of the paper is the Graph Isomorphism Problem (ISO), a famousunsolved problem in computation complexity theory. The problem is to test whethertwo �nite graphs are isomorphic bymeans of an e�cient algorithm. Despite many e�orts,at present the best isomorphism test for n-vertex graphs makes at least nO(pn) steps inthe worst case [4].It is well-known [10] that the ISO is polynomially equivalent to the following problem:given a graph � construct all the orbits of its automorphism group Aut(�) consisting byde�nition of all permutations of the vertex set V of �, preserving the adjacency of edges.It is easy to see that the orbits of Aut(�) can e�ciently be computed by a linear base ofthe centralizer algebra Z(Aut(�); V ) of the permutation group (Aut(�); V ), consistingof all the matrices over C commuting with each permutation matrix of Aut(�). Thusthe ISO is polynomially equivalent to the problem of �nding the algebra Z(Aut(�); V ).In [13] an approach to the ISO based on the notion of cellular algebra was developed.Denote by MatV the full matrix algebra over C on V , i.e. the set of all complex matriceswhose rows and columns are indexed by the elements of V . A subalgebra of MatV iscalled cellular if it is closed under the Hadamard (componentwise) multiplication, theHermitian conjugation and contains the matrix whose all the entries are equal to 1. Onecan see that the centralizer algebra Z(G;V ) of a permutation group (G;V ) is cellular.On the other hand, given a matrix A 2 MatV the smallest cellular algebra containing Adenoted by [A] can be constructed in polynomial time [13]. It gives an e�cient algorithmto construct the cellular algebra W (�) = [A�] of a graph � with adjacency matrix A�.It is proved in [13] that Aut(�) coincides with Aut(W (�)) which is by de�nition thegroup of all permutation matrices of MatV commuting with each matrix of W (�). Thisimplies W (�) � Z(Aut(�); V ) (inclusion). Note that the ISO could be solved if thelast inequality was always equality. Unfortunately, there exist cellular algebras W notcoinciding with Z(Aut(W ); V ) denoted by Sch(W ) below (see [1], [14]). These algebraswere called in [9] non-Schurian in contrast to Schurian ones for which W = Sch(W ).The above paragraph explains why the property of a cellular algebra "to be Schurian"is extremely important in the context of the ISO. Indeed, it shows that the ISO ispolynomially equivalent to the problem of constructing the Schurian closure Sch(W )of a cellular algebra W . Here we face a common situation in mathematics: we wantto construct some object but have in hand only an approximation to it. Certainly,it would be more convenient to deal with a sequence of some natural approximationsgiving eventually the object we are interested in. This motivates the following de�nitionof Schurian Polynomial Approximation Scheme.Let us have a rule according to which given a cellular algebra W � MatV and apositive integer m a cellular algebra W (m) � MatV can be constructed. We say thatthe operators W 7! W (m) (m = 1; 2; : : :) de�ne a Schurian Polynomial ApproximationScheme if the following statements hold:(1) Aut(W (m)) = Aut(W ) for all m � 1;(2) W =W (1) � : : : �W (n) = : : : = Sch(W );(3) (W (m))(l) =W (m) for all l 2 [1;m]; 2



(4) W (m) can be constructed in time nO(m)where n = jV j. In this paper we describe a special Schurian Polynomial ApproximationScheme and study its main properties.The key notion of our aproach is that ofm-closure. To de�ne it givenW andm denoteby W (m) a cellular algebra which is the restriction to V (included in V m diagonalwise)of the smallest cellular subalgebra of MatVm containing the algebras Z(Sym(V ); V m)and W 
 � � � 
W (m times). We call W (m) the m-closure of W .Theorem 1.1 The m-closure operators W 7! W (m) (m = 1; 2; : : :) constructed abovede�ne a Schurian Polynomial Approximation Scheme.In [13], [5] and [6] some algorithms which can be interpreted in the above termsas ones de�ning Schurian Polynomial Approximation Schemes were described. In thisinterpretation we denote by Am (resp. Bm) the algorithm from [5] (resp. from [6]).A natural question arises: what does a relationship exist between the cellular algebrasAm(W ), Bm(W ) andW (m)? The next proposition gives a partial answer to the question.Theorem 1.2 The Schurian Polynomial Approximation Scheme de�ned by the m-closure operators "is not worse" than ones de�ned by Am and Bm. More exactly,W (m) � Am(W ); W (m) � Bm(W )for all cellular algebras W and m � 1.One of the most important problem concerning Schurian Polynomial ApproximationSchemes is a good estimation of the smallest m � 1 for which W (m) = Sch(W ). Note,that if such m was bounded by a constant then by (4) the ISO could be solved inpolynomial time. We don't know whether this is true for our or someone's else SchurianPolynomial Approximation Scheme. However, we can give an upper bound for m interms of the split number of a cellular algebra de�ned below.The split number s(W ) of a cellular algebraW is by de�nition the smallest s for whichthere exist v1; : : : ; vs 2 V such that Wv1;:::;vs = MatV where Wv1;:::;vs = W [Iv1; : : : ; Ivs]is the smallest cellular subalgebra of MatV containing W and all the matrices Ivi, Ivibeing a f0,1g-matrix with exactly one nonzero element standing in row and column vi.Clearly, s(W ) � n � 1 for all W . Some non-trivial upper bounds for this number canbe found in [3] and [11]. We also mention paper [7] where a similar invariant (calledfreedom degree) was de�ned for a permutation group.Theorem 1.3 Let W be a cellular algebra with s(W ) � m� 1. Then Sch(W ) = W (m).The idea of the proof is to consider a cellular algebra cW (m) � MatVm generated by thealgebras Z(Sym(V ); V m) andW
� � �
W (m times). We show that this algebra contains(in a sense) all cellular algebras of the form Wv1;:::;vm with vi 2 V . By using this fact we�nd a faithful regular orbit of the permutation group (Aut(W ); V m) = (Aut(cW (m)); V m).A �nal step is to transfer the corresponding action of Aut(W ) to V .As an easy corollary (s(W ) � 1) we get the following statement.Corollary 1.4 If a cellular algebra W � MatV has no proper cellular superalgebras,then W (2) = Sch(W ). 3



The paper consists of six sections. The second one contains main de�nitions andsome preliminary results concerning cellular algebras. In section 3 we de�ne the notionof m-closure and in detail study the properties of m-closed cellular algebras. As a resultwe get the proof of Theorem 1.1. Sections 4 and 5 are devoted to Theorems 1.2 and 1.3respectively. In section 6 we discuss some open problems.Notations. As usual by C we denote the �eld of all complex numbers.Throughout the paper V denotes a �nite set with n = jV j elements. The groupof all permutations of V is denoted by Sym(V ). By relations on V me mean subsetsof V � V . If R is a relation on V , thensupp(R) = \U;R�U�U U:An equivalence E is by de�nition a symmetric, transitive, but non-necessary re
exiverelation on V . In this case V=E = supp(E)=E denotes the set of all equivalence classesmodulo E.The algebra of all complex n � n matrices whose rows and columns are indexed bythe elements of V is denoted by MatV . If A 2 MatV , then AT denotes the transposeand A� the Hermitian conjugate matrix.For a set M IM = f(i; i)j i 2Mg; JM = f(i; j)j i; j 2Mg:For integers l;m with l � m by [l;m] we denote the set fl; l+ 1; : : : ;mg.2 Cellular algebrasDenote by LV a linear space over C with the set V as a base. For any subset U � V thelinear space LU can naturally be viewed as a subspace of LV (spanned by U). Below weidentify LU with this subspace of LV .By a cellular algebra W on V we mean a subalgebra of MatV containing the identitymatrix IV , the matrix JV whose all the entries are equal to 1, and closed under theHermitian conjugation and the Hadamard (componentwise) multiplication (denoted by� below). The algebra MatV naturally acts on the space LV . The restriction of thisaction to W de�nes a faithful linear representation called the standard representationof W .Below we give a combinatorial characterization of cellular algebras. It is convenientto view f0,1g-matrices belonging to MatV as the adjacency matrices of relations on V .Throughout the paper we identify these matrices with the corresponding relations.Proposition 2.1 ([13]) A linear subspace W � MatV is a cellular algebra if and onlyif there exists a linear basis R = R(W ) of W consisting of f0,1g-matrices such that(1) PR2RR = JV ;(2) R 2 R $ RT 2 R;(3) there exists a disjoint partition V = Ssi=1 Vi of V into nonempty sets Vi such that(a) IVi 2 R for all i; 4



(b) 8R 2 R 9i; j 2 [1; s] : R � Vi � Vj ;(c) if R 2 R and R � Vi � Vj , then the number of 1's in the uth row (resp.vth column) of the matrix R does not depend on the choice of u 2 Vi (resp.v 2 Vj), this number is denoted by dout(R) (resp. din(R));(4) given R;S; T 2 R the numberp(u; v;S; T ) = ���fw 2 V j (u;w) 2 S; (w; v) 2 Tg���; u; v 2 Vdoes not depend on the choice of (u; v) 2 R.Remark 2.2 It is easily seen that the basisR and the partition V = Ssi=1 Vi are uniquelydetermined by W .The linear basis R(W ) of a cellular algebra W de�ned in Proposition 2.1 is calledthe standard basis of W . Any subset Vi � V de�ned in Proposition 2.1 (resp. a unionpossibly empty of Vi) is called a cell (resp. a cellular set) of W . The set of all of themis denoted by Cel(W ) (resp. Cel�(W )).Below we will use the following generalization of statement (4) of Proposition 2.1.Let u; v 2 V and � = (R1; : : : ; Rl) 2 Rl. We say that (v0; : : : ; vl) 2 V l+1 is a (u; v)-pathof the type � if v0 = u, vl = v and (vi�1; vi) 2 Ri for all i 2 [1; l]. The number of all suchpaths will be denoted by p(u; v; �).Lemma 2.3 (Path Proposition [13], Th. C10) Let W be a cellular algebra. Thengiven R 2 R(W ) the integer p(u; v; �) does not depend on the choice of (u; v) 2 R.Let U 2 Cel�(W ) be a cellular set. The subalgebra IUWIU � W invariantly actson the subspace LU = IULV � LV . So it can be viewed as a subalgebra of MatU .Clearly, it is closed under the Hermitian conjugation and the Hadamard multiplicationand contains IU and JU . Thus it is a cellular algebra on U called the restriction of Wto U and denoted by WU .The set of all cellular algebras on V is ordered by inclusion. The algebra MatV isobviously the greatest element of the set. We writeW �W 0 ifW is a subalgebra of W 0.If A1; : : : ; Am 2 MatV , then the intersection of all cellular algebras on V containing Wand all the matrices Ai is also a cellular algebra on V . It is denoted by W [A1; : : : ; Am].We use notation [A1; : : : ; Am] ifW is a simplex i.e. R(W ) = fIV ; JV �IV g, andWv1;:::;vmif Ai = Ivi = Ifvig for all i.Let ' : V ! V 0 be a bijection. It induces in a natural way a linear isomorphismLV ! LV 0 and an algebra isomorphism MatV ! MatV 0 such that(Ax)' = A' � x'; A 2 MatV ; x 2 LV :Two cellular algebras W on V and W 0 on V 0 are called isomorphic ifW ' = W 0 (as sets)for some bijection ' : V ! V 0 called an isomorphism from W to W 0. Clearly, ' inducesa bijection between the sets R(W ) and R(W 0). The group of all isomorphisms from Wto itself contains a normal subgroupAut(W ) = f' 2 Sym(V )j A' = A; A 2 Wg5



called the automorphism group of W .Following [13] let us de�ne for cellular algebras the notion of tensor product. LetW1 � MatV1 and W2 � MatV2 be cellular algebras on V1 and V2. It is easy to see thatthe subalgebra W1 
W2 of MatV1 
MatV2 = MatV1�V2 is closed under the Hadamardmultiplication in MatV1�V2. It also contains IV1�V2 = IV1 
 IV2 and JV1�V2 = JV1 
 JV2.So W1 
W2 is a cellular algebra on V1 � V2 called the tensor product of W1 and W2.Clearly, R(W1 
W2) = R(W1)
R(W2) and Aut(W1 
W2) = Aut(W1)�Aut(W2).A large class of cellular algebras comes from permutation groups as follows (see [13]).Let (G;V ) be a permutation group. Then its centralizer algebra Z(G;V ) � MatV is acellular algebra on V the standard basis of which consists of all the orbits of the naturalaction of G on V � V . For a cellular algebra W on V setSch(W ) = Z(Aut(W ); V ):Clearly, W � Sch(W ) and Aut(W ) = Aut(Sch(W )). The algebra W is called Schurianif W = Sch(W ). Certainly, Sch(W ) is a Schurian algebra for all W . It follows from[14, 1] that there exist cellular algebras which are not Schurian. It is well-known thatthe ISO is polynomially equivalent to the problem of constructing Sch(W ).The isomorphism of cellular algebrasW andW 0 de�ned above induces an equivalencebetween the standard representations of them. The converse statement is not true. Thismotivates the following de�nition (see [13]). Cellular algebras W on V and W 0 on V 0are called weakly isomorphic if there exists an algebra isomorphism f : W ! W 0 suchthat f(R(W )) = R(W 0). Any such f is called a weak isomorphism from W to W 0.The following statement describes the basic properties of weak isomorphisms which areeasily deduced from the de�nition.Proposition 2.4 Let f :W ! W 0 be a weak isomorphism. Then(1) 8A;B 2 W : f(A �B) = f(A) � f(B); f(A�) = f(A)�.(2) 8U 2 Cel(W ) 9U 0 2 Cel(W 0) : jU j = jU 0j; f(IU ) = IU 0. In particular, jV j = jV 0j,jCel(W )j = jCel(W 0)j.(3) E 2 W is an equivalence on V i� E 0 = f(E) 2 W 0 is an equivalence on V 0.Moreover, jV=Ej = jV=E0j and fjU j; U 2 V=Eg = fjU 0j; U 0 2 V 0=E0g.Let W be a cellular algebra on V . A nonempty equivalence E 2 W on V is calledindecomposable (in W ) if E is not a matrix sum of two nonempty equivalences on Vbelonging to W . Otherwise, the equivalence is called decomposable. Since E � IVE forany equivalence E 2 W where VE = supp(E) 2 Cel�(W ), each equivalence belonging toW can uniquely be represented as a sum of indecomposable ones called indecomposablecomponents of E.Let E 2 W be an equivalence on V . For each U 2 V=E the set WE;U = IUWIU canbe viewed as a cellular algebra on U with the standard basisR(WE;U ) = fIURIU j R 2 R; R � E; IURIU 6= 0g: (1)Clearly, each basis relation of WE;U can uniquely be represented in the form IURIU withR 2 R. 6



Lemma 2.5 If E is an indecomposable equivalence of W , then(1) given U;U 0 2 V=E there exists a uniquely de�ned weak isomorphismfU;U 0 :WE;U ! WE;U 0such that fU;U 0(IUAIU) = IU 0AIU 0 for all A 2 W .(2) 8U;U 0 2 V=E 8Vi 2 Cel(W ); Vi � supp(E) : jU \ Vij = jU 0 \ Vij > 0:Proof. We de�ne f = fU;U 0 as follows. Let S 2 R(WE;U ). By (1) there exists a uniquelydetermined R 2 R(W ); R � E such that S = IURIU . Set f(S) = IU 0RIU 0. We willshow that f is a bijection from R(WE;U) to R(WE;U 0). By (1) it su�ces to check that8R 2 R(W ) : IURIU = 0 $ IU 0RIU 0 = 0 (2)Indeed, if IURIU = 0 and IU 0RIU 0 6= 0, then VR � VE; VR 6= ; and VR \ U = ; whereVR = supp(R) and VE = supp(E). So E is a sum of two nonempty equivalences of W :IVREIVR and IVEnVREIVEnVR, which contradicts the indecomposability of E.Extend f to a linear map fromWE;U to WE;U 0. This map is an algebra isomorphism,since f(IUR1IU � IUR2IU) = f(IUR1R2IU) = IU 0R1R2IU 0 = IU 0R1IU 0 � IU 0R2I 0Ufor all R1; R2 2 R(W ); R1; R2 � E.Let us prove statement (2). Since Vi � supp(E), there exists U 2 V=E for whichjU \ Vij > 0. By using (2) for R = IVi we conclude that jU 0 \ Vij > 0 for all U 0 2 V=E.Now statement (2) follows, since U \Vi and U 0\Vi are blocks of the equivalence IViEIViof the cellular algebra WVi with exactly one cell.3 Extended algebras and m-closuresLet W be a cellular algebra on V . For each positive integer m we setcW = cW (m) = [W 
 � � � 
W| {z }m ; Z(Sym(V ); V m)]with Sym(V ) acting on V m in a natural way:(v1; : : : ; vm)g = (vg1; : : : ; vgm); g 2 Sym(V ):We call the cellular algebra cW (m) � MatVm the m-dimension extended algebra of W .Clearly, W (1) =W and Aut(cW (m)) = f(g; : : : ; g)| {z }m j g 2 Aut(W )g (3)for all m. 7



Now we are going to describe some relations belonging to cW . To do this we de�nefor an arbitrary S � [1;m]2 a binary relation PS on V m as follows:(�u; �v) 2 PS $ 8(i; j) 2 S : ui = vj (4)where �u = (u1; : : : ; um); �v = (v1; : : : ; vm) 2 V m. Clearly,PS 2 Z(Sym(V ); V m) for all S � [1;m]2:Examples. Let M � [1;m].1. Set DM = PS where S = JM [ I[1;m]nM: (5)Clearly, DM � IVm for all M , D; = IVm and D[1;m] = I� where� = f(v; : : : ; vg 2 V mj v 2 V g: (6)2. Set EM = PS where S = IM : (7)Clearly, EM is an equivalence on V m for all M and E; = JVm, E[1;m] = IVm .Below we will mainly use the relations DM and EM as well as matricesbA = IV 
 � � � 
 IV| {z }m�1 
A; A 2 W (8)also belonging to cW (m).Each class U of the equivalence E[1;m�1] is of the formU = Uv1 ;:::;vm�1 = f(v1; : : : ; vm�1; v) j v 2 V gfor some vi 2 V . Let us de�ne a map �U as follows:�U : V ! U; v 7! (v1; : : : ; vm�1; v):The following lemma describes the simplest properties of the map.Lemma 3.1 In the above notation the following statements hold:(1) �U is a bijection;(2) R�U = IU bRIU = IU bR = bRIU ;(3) (Wv1;:::;vm�1)�U � cWE;U where cW = cW (m) and E = E[1;m�1]:Proof. Statements (1) and (2) are trivial. By (2) W �U � cWE;U . On the other hand,(Ivi)�U = I(v1;:::;vm�1;vi) = IUDfi;mgIU 2 cWE;U for all i 2 [1;m� 1]:Thus cWE;U �W �U [I�Uv1 ; : : : ; I�Uvm�1] = (Wv1 ;:::;vm�1)�U :8



For l 2 [1;m] de�ne another map�ml : V l ! V m; (v1; : : : ; vl) 7! (v1; : : : ; vl; : : : ; vl): (9)It is easy to see that �ml is an injection and �ml (V l) = supp(D[l;m]) is a cellular set of cW (m).The important feature of the cellular algebra cW (m) is the possibility to extend thealgebra W without changing its automorphism group. To show it setW (m) = ((cW (m))�)��1:where � = �m1 : V ! V m is the injection (9) and � = �(V ) is the cellular set (6).Clearly, W (m) � W and Aut(W (m)) = Aut(W ) (see (3)). We say that W is m-closedif W = W (m). Each algebra is certainly 1-closed. However it is not the case for m � 2.In fact we will show later that a non-Schurian cellular algebra cannot be m-closed forall m � 2.Below we list some properties of the operators cW 7! cW (m), W 7!W (m).Lemma 3.2 For all cellular algebras W , W1, W2 on V and a positive integer m(1) W1 �W2 implies cW (m)1 � cW (m)2 and W (m)1 � W (m)2 ;(2) ( dW1 \W2)(m) � cW (m)1 \ cW (m)2 , (W1 \W2)(m) � W (m)1 \W (m)2 ;(3) the intersection of m-closed cellular algebras is m-closed;(4) (cW (l))�ml � (cW (m))U for all l 2 [1;m] where U = �ml (V l) (see (9));(5) W (m) is l-closed for all l 2 [1;m].Proof. Statement (1) is clear. (2) follows from (1). If W (m)1 = W1 and W (m)2 = W2,then (W1\W2)(m) �W1 \W2 by (2). Since the inverse inclusion is obvious, (3) follows.To prove (4) it su�ces to show that(Z(Sym(V ); V l))�ml � Z(Sym(V ); V m); (W 
 � � � 
W| {z }l )�ml �W 
 � � � 
W| {z }m :The �rst is clear. The second one follows from (A1
� � �
Al)�ml = A1
� � �
Al
� � �
Al.Let us prove (5). It follows from statement (4) and �ml � �l1 = �m1 (see (9)) thatW 0(l) � W 0(m) for all W 0. Applying it to W 0 = W (m) we see that it su�ces to provestatement (5) for l = m. We will check that the m-dimension extended algebras of Wand W (m) coincide. Clearly, the second contains the �rst. To prove the inverse inclusionset Rj = PSj where Sj = f(i; j)j i 2 [1;m]g, j 2 [1;m] (see (4)). A straithforwardcalculation in MatVm = MatV 
 � � � 
MatV shows that for all j 2 [1;m]RTj A�Rj = JV 
 : : :
 JV| {z }j�1 
A
 JV 
 : : :
 JV| {z }m�j ; A 2 MatVwhere � is the map (9). Since the Hadamard multiplication in MatV 
 � � � 
MatV canbe done factorwise,A1 
 � � � 
Am = (RT1A�1R1) � � � � � (RTmA�mRm) for all A1; : : : ; Am 2 MatV :9



Thus W (m) 
 � � � 
W (m) � cW (m), which completes the proof.It follows from statement (5) of Lemma 3.2 that the cellular algebraW (m) ism-closed.We call it the m-closure of W .The following proposition describes a relationship between the notions of m-closureand Schurian closure Sch(W ) of a cellular algebra W . It shows that in a sense W (m)can be interpreted as an approximation to Sch(W ).Proposition 3.3 For each cellular algebra W on V the following statements hold:(1) Aut(W (m)) = Aut(W ) for all m � 1;(2) W =W (1) � : : : �W (n) = : : : = Sch(W );(3) (W (m))(l) =W (m) for all l 2 [1;m].Proof. Statement (1) is clear. Let us prove (2). The inclusion W (l) � W (m) for l � mis contained in the proof of statement (5) of Lemma 3.2. The equality W (m) = Sch(W )for m � n follows from Theorem 1.3, since clearly s(W ) � n � 1 for all W . (Notethat Theorem 1.3 is proved in section 5 independently of this assertion.) Finally, (3)coincides with statement (5) of Lemma 3.2.Proposition 3.4 Given a cellular algebra W on V and a positive integer m the standardbases of the cellular algebras cW (m) and W (m) can be constructed in time nO(m).Proof. Since the standard bases of W 
 � � �
W (m times) and Z(Sym(V ); V m) can befound in time nO(m), the standard basis of cW (m) (and so of W (m)) can be found withinthe same time due to the Weisfeiler-Lehman algorithm for constructing the cellularclosure of a set of matrices [13] (for a time analysis see also [12]).Remark 3.5 If instead of the Weisfeiler-Lehman algorithm for constructing the cellularclosure of a set of matrices we use an algorithm of [2], the algebras cW (m) and W (m) canbe found in time O(mn3m log n).Propositions 3.3 and 3.4 show that the operators W 7! W (m) (m = 1; 2; : : :) de�nea Schurian Polynomial Approximation Scheme (see Section 1). It proves Theorem 1.1.We complete the section by a statement being of use later. For each R � V 2 setUR = f(u; : : : ; u; v) 2 V mj (u; v) 2 Rg:Proposition 3.6 Let W be a cellular algebra on V and m � 2. Then(1) 8R � V 2 : R 2 R(W (m)) $ UR 2 Cel(cW (m));(2) 8U 2 Cel(cW (m))8 i; j 2 [1;m]9R 2 R(W (m)) : ((v1; : : : ; vm) 2 U ! (vi; vj) 2 R).Proof. Below we write v1 : : : vm instead of (v1; : : : ; vm). Let us prove (1). Assume thatR 2 R(W (m)). Choose (u; v) 2 R and denote by S1; T; S2 the basis relations of cW (m)containing the pairs (um; um�1v); (um�1v; um�1v) and (um�1v; vm) respectively. Clearly,p(um; vm; �) = 1 where � = (S1; T; S2). By the Path Proposition (Lemma 2.3) the equal-ity holds for all (u0)m; (v0)m with (u0; v0) 2 R. So T = IUR, whence UR 2 Cel(cW (m)).10



Conversely, let UR 2 Cel(cW (m)). Choose um�1v 2 UR and denote by S 01; R0; S02 the basisrelations of cW (m) containing the pairs (um�1v; um); (um; vm) and (vm; um�1v) respec-tively. Clearly, p(um�1v; um�1v; �0) = 1 where �0 = (S01; R0; S02). By the Path Propositionthe equality holds for all points of UR. It follows that R0 = R� where � is de�ned in (9).That is R 2 R(W (m)).To prove (2) we assume without loss of generality that i = m � 1, j = m. LetU 2 Cel(cW (m)). Choose �v = v1 � � � vm 2 U and denote by R the basis relation of W (m)containing the pair (vm�1; vm). By (1) we have UR 2 Cel(cW (m)). SetS = (UR � U) \ Efm�1;mgwhere Efm�1;mg is de�ned in (7). Clearly, S 2 R(cW (m)), din(S) = 1 and (vm�1m�1vm; �v) 2 S.So for any �v0 2 U there exists �u0 2 UR such that (�u0; �v0) 2 S. If �v0 = v01 � � � v0m, then�u0 = (v0m�1)m�1v0m, whence (v0m�1; v0m) 2 R.4 High dimensional Weisfeiler-Lehman proceduresIn this section we prove Propositions 4.1 and 4.2 from which Theorem 1.2 follows.A map f from V m on [1; d] is called a coloring of V m in d colors. Any set f�1(i) � V mis called a color class of f . Given u; v 2 V de�ne a relation Rf (u; v) � V �V as follows:Rf(u; v) = f(u0; v0) 2 V 2j f(u0; : : : ; u0; v0) = f(u; : : : ; u; v)g:Denote by Rf the set of all distinct Rf(u; v). In this notation the following procedurewas described in [13] (see also [5]).Procedure Am (m � 2)Input: a cellular algebra W on V .Output: a cellular algebra Am(W ) �W .Step 1. Construct a coloring f0 of V m such thatf0(�v) = f0(�v0) $ 8R 2 R(W ) 8i; j 2 [1;m] : ((vi; vj) 2 R $ (v0i; v0j) 2 R):Set l = 0.Step 2. For each �v 2 V m �nd a formal sum S(�v) = Pu2V fl(�v=u) where�v=u = (�v1;u; : : : ; �vm;u) with �vi;u = (v1; : : : ; vi�1; u; vi+1; : : : ; vm)and fl(�v=u) = (fl(�v1;u); : : : ; fl(�vm;u)):Step 3. Find a coloring fl+1 of V m such thatfl+1(�v) = fl+1(�v0) $ (fl(�v) = fl(�v0); S(�v) = S(�v0)):If fl and fl+1 have the di�erent number of colors, then l := l + 1 and go to Step 2.Otherwise set f = fl and Am(W ) = [Rf ].Proposition 4.1 Let W be a cellular algebra on V and m � 2. Then W (m) � Am(W ).11



Proof. We will show by induction on l that each color class of fl is a union of the cellsof the algebra cW (m). Then given R 2 R(W (m)), by statement (1) of Proposition 3.6f(�v) = f(�v0) for all �v; �v0 2 UR and we are done.By statement (2) of Proposition 3.6 and the fact that W �W (m) it is true for l = 0.Suppose it holds for all k < l. Let �v 2 V m. For each u 2 V setPu(�v) = (�v; �v1;u; : : : ; �vm;u; �v):It is easy to see that the path Pu(�v) from �v to itself is of the type � = (R0; : : : ; Rm) forsome basis relations Ri � PSi , (see (4)) whereSi = f(j; j); (i; i+ 1) 2 [1;m]2 j j 6= i; j 6= i+ 1g; i 2 [0;m]:Moreover, any (�v; �v)-path of the type � coincides with Pu(�v) for some u 2 V .Let �v; �v0 2 V m belong to the same cell of cW (m). Then by the induction hypothesisfl�1(�v) = fl�1(�v0). Besides by the Path Proposition (Lemma 2.3) p(�v; �v; �) = p(�v0; �v0; �).If Pu(�v) and Pu0(�v0) are of the type �, then �vi;u and �v0i;u0 belong to the same cell of cW (m)for all i. So by the induction hypothesis fl�1(�v=u) = fl�1(�v0=u0). Thus Sl�1(�v) = Sl�1(�v0)and consequently fl(�v) = fl(�v0).Another implementation of the m-dimension procedure was described in [6]. We aregoing to prove that this procedure constructs a cellular subalgebra of the m-closure.For i � 1 setAV;i = E[1;i�1] �MatV i = X(v1;:::;vi�1)2V i�1 Iv1;:::;vi�1 
MatVwhere Iv1;:::;vi�1 = Iv1 
 � � � 
 Ivi�1. Clearly, AV;i is a subalgebra of MatV i closed underthe Hadamard multiplication and the Hermitian conjugation. Let us de�ne a linear map�i : AV;i+1 ! AV;i; i � 1;by �i( X(v1;:::;vi) Iv1;:::;vi 
Av1;:::;vi) = X(v1;:::;vi�1) Iv1;:::;vi�1 
 Xvi2V Av1;:::;vi: (10)In these terms the procedure from [6] can be described as follows.Procedure Bm (m � 1)Input: a cellular algebra W on V .Output: a cellular algebra Bm(W ) � W .Step 1. Construct the set Rm = f bR j R 2 R(W )g � AV;mand the cellular algebra W (m) = [Rm;D1;m; : : : ;Dm�1;m]where bR and Di;m are as in (8) and (5) respectively.Step 2. For i = m� 1; : : : ; 1 �nd sucsessively a linear spaceW (i) = �i(W (i+ 1)) � AV;i:Set W 0 = [W (1)].Step 3. If W 0 6=W , then W :=W 0 and go to Step 1. Otherwise, set Bm(W ) = W 0.12



Proposition 4.2 Let W be a cellular algebra on V and m � 1. Then Bm(W ) � W (m).Proof. For i 2 [1;m] setWi = E[1;i�1] � (D[i;m]cW (m)D[i;m]):Then Wi � hi(AV;i) where hi : AV;i ! AV;m is a linear map induced by the injection�mi : V i ! V m de�ned in (9). We will prove that�0i(Wi+1) � Wi for all i 2 [1;m� 1]where �0i = hi�ih�1i+1 and �i is de�ned by (10).A straightforward checking shows that�0i(A) = D[i;m]E[1;m]nfigAE[1;m]nfigD[i;m]; A 2 hi+1(AV;i+1):So �0i(Wi+1) �Wi for all i. By the de�nition ofW (m) at Step 1W (m) �Wm. Therefore,W (1) = �1 � � ��m�1(W (m)) � h�11 �01 � � ��0m�1(Wm) � h�11 (W1) = W (m);which completes the proof.5 Proof of Theorem 1.3In this section we prove Theorem 1.3. Given W with s(W ) � m� 1 we will show thatthe algebra W (m) is Schurian.By the hypothesis of the theoremWv1;:::;vm�1 = MatV for some (v1; : : : ; vm�1) 2 V m�1.Denote by E the indecomposable component (in cW = cW (m)) of the equivalence E[1;m�1]for which U = Uv1;:::;vm�1 is one of its classes. By statement (3) of Lemma 3.1 we havecWE;U � (Wv1;:::;vm�1)�U = MatU , whence cWE;U = MatU . By statement (1) of Lemma 2.5and statement (2) of Lemma 2.4cWE;U 0 = MatU 0 for all U 0 2 V m=E: (11)Statement (2) of Lemma 2.5 implies thatsupp(E) = s[i=1Ui (12)where Ui 2 Cel(cW ) with U 0 \ Ui 6= ; for all U 0 2 V m=E. It follows from (11) thatjU 0 \ Uij = 1 for all U 0 and i. In particular, s = n.For any U 0 2 V m=E let fU;U 0 : cWE;U ! cWE;U 0 be the weak isomorphism fromstatement (1) of Lemma 2.5 (with cW instead of W ). By (11) fU;U 0 is induced by abijection 'U;U 0 : U ! U 0, i.e. fU;U 0(A) = A'U;U 0 for all A 2 cWE;U . Set�U 0 = �U'U;U 0��1U 0 ; U 0 2 V m=E (13)13



Clearly, �U 0 2 Sym(V ) for all U 0. Moreover, by Lemma 3.1 and the de�nition of theisomorphism fU;U 0 we haveA�U 0 = A�U'U;U 0 ��1U 0 = (IU bAIU)'U;U 0 ��1U 0 = (fU;U 0(IU bAIU))��1U 0 = (IU 0 bAIU 0)��1U 0 = Afor all A 2 W where bA = IV 
 � � � 
 IV 
A (see (8)). Thus�U 0 2 Aut(W ) for all U 0 2 V m=E: (14)We are to show that given R 2 R(W (m)) and (u; v); (u0; v0) 2 R there exists U 0 2 V m=Esuch that (u�U 0 ; v�U 0) = (u0; v0): (15)Then it will imply by (14) that Aut(W ) acts transitively on each basis relation of W (m),i.e. the cellular algebra W (m) is Schurian.Let R 2 R(W (m)) and (u; v); (u0; v0) 2 R. Consider the following path(u; : : : ; u; v)! (v1; : : : ; vm�1; u)! (v1; : : : ; vm�1; v)! (u; : : : ; u; v):Denote its type by (R0; R1; R2) where Ri 2 R(cW ); i = 0; 1; 2. Clearly (see (4),R0 � Pf(m�1;m)g; R1 � E; R2 � Pf(m;m)g: (16)By statement (1) of Proposition 3.6 the points (u; : : : ; u; v) and (u0; : : : ; u0; v0) belong tothe same cell of cW . So by the Path Proposition there exists a path from (u0; : : : ; u0; v0)to itself of the type (R0; R1; R2). By (16) it is of the form(u0; : : : ; u0; v0)! (v01; : : : ; v0m�1; u0)! (v01; : : : ; v0m�1; v0)! (u0; : : : ; u0; v0)for some (v01; : : : ; v0m�1) 2 V m�1, and U 0 = Uv01;:::;v0m�1 is a class modulo E. To completethe proof it su�ces to check that u�U 0 = u0 and v�U 0 = v0. We prove only the �rstequality, since the second one is similar.Since R1 2 R(cW ), the points (v1; : : : ; vm�1; u) and (v01; : : : ; v0m�1; u0) belong to thesame cell of cW . From R1 � E it follows that the cell coincides with Ui for some i. SincejU \ Uij = jU 0 \ Uij = 1 (see above) we haveU \ Ui = f(v1; : : : ; vm�1; u)g; U 0 \ Ui = f(v01; : : : ; v0m�1; u0)g:By the de�nition of 'U;U 0 (see also Lemma 2.5) we see that (U \ Ui)'U;U 0 = U 0 \ Ui. So(v1; : : : ; vm�1; u)'U;U 0 = (v01; : : : ; v0m�1; u0):On the other hand, by the de�nition of �U 0 (see (13))(v1; : : : ; vm�1; w)'U;U 0 = (v01; : : : ; v0m�1; w�U 0 )for all w 2 V . Therefore u�U 0 = u0. Theorem is proved.14



6 Concluding remarks and Open problemsThere is a lot of problems concerning Schurian Polynomial Approximation Schemes. Weconcentrate here only on two of them.1. Let S : W 7! Sm(W ) and T : W 7! Tm(W ) (m = 1; 2 : : :) be two SchurianPolynomial Approximation Schemes. We say that S is reducible to T if there exists afunction f :N!N where N= f1; 2; : : :g such that f(m) � cm for all m 2N with someconstant c = c(S; T ), and Sm(W ) � Tf(m)(W ) for all cellular algebras W and all m.S and T are called equivalent if each of them is reducible to the other. Theorem 1.2shows that the schemes Am and Bm (see section 4) are reducible to the scheme de�nedby the m-closure operators.Problem 6.1 Are all the three schemes are equivalent?We don't know the answer to this question.2. The algorithmic base of the Schurian Polynomial Approximation Scheme de�nedby the m-closure operators is the construction of the cellular closure of a set of matrices.This problem can e�ciently (in polynomial time) be solved by the standard Weisfeiler-Lehman algorithm.Problem 6.2 Is the above problem in NC? In other words, can the cellular closure ofa n� n-matrix be found by nO(1) parallel computers in time (log n)O(1)?(For the exact de�nition of NC and related concepts see [8].) The main di�culty hereis that the cellular closure is de�ned by means of two binary operations (the ordinarymatrix multiplication and the Hadamard one) which don't commute with each other.Note, that for each of them the problem of constructing the closure with respect to itis in NC.References[1] G. M. Adelson-Vel'skii, B. Ju. Weisfeiler, A. A. Lehman, and I. A. Farad�zev, Ex-ample of a graph without a transitive automorphism group, Soviet Math. Dokl. 10(1969), 440{441.[2] L. Babel, Computing cellular algebras, Combinatorica (to appear).[3] L. Babai, On the order of uniprimitive permutation groups, Annals of Math. 113(1981), 553{568.[4] L. Babai, W. M. Kantor, and E. M. Luks, Computation complexity and the classi-�cation of �nite simple groups, Proc. 24th FOCS, (1983), 162{171.[5] J. Cai, M. F�urer, and N. Immerman, Optimal lower bound on the number of vari-ables for graph identi�cation, Combinatorica 99 (1993), 99{99.[6] S. Friedland, Coherent algebras and the graph isomorphism problem, Discrete Ap-plied Mathematics 25 (1989), 73{98. 15
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