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1 IntroductionWe start the de�nition of a t-sparse real algebraic function.De�nition: 1. Y (X1; : : : ; Xn) is a t-sparse real algebraic (multivalued) function if its graph�Y � (IR+)n+1 projects surjectively onto the positive orthant (IR+)n and lies in the variety ff =0g \ (IR+)n+1 where f is a t-sparse fractional-power polynomialf = tXi=1 (i)X�(i)11 : : :X�(i)nn Y �(i)where �(i)j ; �(i) 2 Q ; (i) 2 IR and the exponent vectors (�(i)1 ; : : : ; �(i)n ; �(i)) are pairwise distinct. Byff = 0g we denote a set of points ~x satisfying f(~x) = 0. Moreover, let � be a common denominatorof all the rational numbers �(i)j ; �(i). Changing the coordinates Xi ! X1=�i ; Y ! Y 1=� (notethat this is a di�eomorphism of IRn+1+ ) we get that ~f(X1; : : : ; Xn; Y ) = f(X�1 ; : : : ; X�n ; Y �) is apolynomial in X1; : : : ; Xn; Y . By this change of the coordinates we obtain a new algebraic function~Y and its graph �~Y . In addition we suppose that �~Y is an irreducible (in the Zariski topology overIR, see [BCR 87]) component of the semialgebraic set f ~f = 0g \ IRn+1+ .We call f a t-sparse representation of Y . If t is the least possible we call f a minimal t-sparserepresentation.2. We are also given a black box that for each (x1; : : : ; xn) 2 (IR+)n gives the set of all values ofY at this point together with the partial derivatives up to the order t (if they exist; if not it givesthe value 1).When we say that we are given a t-sparse real algebraic function we mean that we are givensuch a black box together with the integer t for a function as described in 1.Unlike the case of rational functions [GKS 90b, GKS 91b] the values of Y at rational pointscan be irrational, thus we need a di�erent (from the rational case) computational model. Moreover,together with the values of Y we need the values of its several partial derivatives. Also we need azero-test for the arithmetic expressions of the values.One computational model could be the following. An algorithm is given which for any rationalpoint ~x 2 Q n+ provides an algorithm which outputs a sequence f�m 2 Q g0�m2ZZ such thatlimm!1 �m = Y (~x) and the speed of convergency is uniform in some cube (~x � ~�; ~x + ~�) (but thespeed itself and ~� could be unknown). Then one can get similar algorithms converging (also locallyuniformly) to the successive derivatives. For this model we need an assumption of the existence of2



a zero-test (namely, a test to determine if such a sequence converges to zero).If we suppose the coe�cients (i) 2 Q of f to be rational then the values in rational (evenalgebraic) points are algebraic and it is reasonable to represent each of the values of Y and itsderivatives by its minimal polynomial and an interval in which the minimal polynomial has aunique root (see e.g. [GV88]), or by the means of Thom's lemma (see e.g. [HRS 90]), i.e. by theminimal polynomial and a succession of signs of derivatives of the minimal polynomial.The third approach could be to consider the values in an abstract way (see e.g. [BSS 88]) andto treat them as the symbols for real numbers.Anyway, independent of the way of representation, we assume that carrying out one arithmeticoperation involving the outputs of black boxes has a unit cost, similarly to what is usually adoptedin interpolation problems for black boxes (see e.g. [BT 88, GKS 90a, GKS 90b]).We design an algorithm for �nding the exponent vectors of all minimal (normalized) t1-sparserepresentations of a t-sparse (so t1 � t) real algebraic function Y (see the theorem at the end ofthe paper). It extends the interpolation algorithms for polynomials ([BT 88], [GKS 90a]) and forrational functions ([GKS 90b, GKS 91b]).We indicate briey the further contents of the paper:In Section 2 we present a zero-test for t-sparse real algebraic functions. Namely, we prove that a setof points f1; : : : ; Bgn plays a role of a zero-test set and give a bound on B. The proof invokes thebounds from [K 91] (Proposition 1) on the sum of Betti numbers of a real algebraic variety givenby a sparse polynomial.In Section 3 we prove that any minimal t-sparse representation of an algebraic function has rationalexponents. This implies (as is shown in Section 4), that there is a �nite number of the minimalt-sparse representations.In Section 4 we describe an algorithm which �nds the exponent vectors of all the minimal t-sparse representations of a real algebraic function (interpolation algorithm). It uses a Wronskianformulation of linear dependence (see e.g. [K 73]) which appeared to be helpful also for sparserational function interpolation ([GKS 90b, GKS 91a, GKS 91b]) and which allows to describe thefamily of exponent vectors as a solution of a system (over IR) of a polynomial equations. Thecomplexity estimates of this algorithm are stated in the Theorem at the end of Section 4.Acknowledgments. The authors thank N. Ivanov, M. Kontsevich and N. Vorobjov (jr.) foruseful discussions. 3



2 Zero-testLet g be a T -sparse fractional-power polynomial in the variables X1; : : : ; Xn; Y with the samedenominator � of the exponents of f(cf. de�nition 1). We describe a test to determine whether gvanishes on �Y . Observe that this is equivalent to testing whether the dimension of f~g = 0g\�~Y isn since �~Y is irreducible (~g is de�ned similar to ~f). Our zero-test relies on the results of Khovanskii.For our purposes we need the followingProposition 1. (see Corollary 5, p. 92 and Theorem, p. 1 [K 91])Let h 2 IR[X1; : : : ; Xn] be a t-sparse polynomial such that fh = 0g � IRn is a nonsingular hyper-surface. Then the sum of Betti numbers of fh = 0g does not exceed 2 t22 nO(n).Note that in the above proposition, the i-th Betti number bi (fh = 0g) is de�ned as the rank ofi-th cohomology group H i (fh = 0g; IR) with real coe�cients, see e.g. [ES 52], [D 80], [BCR 87]).A similar bound is true if we change the hypothesis above to consider singular varieties that arecompact.Corollary 2. Let h 2 IR[X1; : : : ; Xn] be a t-sparse polynomial such that fh = 0g � IRn iscompact. Then the sum of Betti numbers of fh = 0g does not exceed 2(O(tn)2).Proof. We follow closely the arguments in Theorem 2 [M 64] or Proposition 11.5.4 [BCR 87].Assume that fh = 0g lies in a ball of radius R. Let K(�; �) = ff2 + �2( nPi=1x2i ) � �2g � IRn and let@K(�; �) = ff2+�2( nPi=1x2i ) = �2g : For su�ciently small � and almost all �, @K(�; �) is a nonsingularhypersurface. Apply proposition 1, we have that the sum of the Betti numbers of @K(�; �) is atmost 2(O(tn)2).Let H� be the sum of the cohomology groups. Alexander duality (see e.g. [D 80]) implies thatrank H�(K(�i; �i)) = 12 rank H�(@K(�i; �i)).Let �i approach 0 monotonically and select �i so that �i=�i approaches R monotonically. Wethen have K(�i; �i) � K(�i+1; �i+1) and Ti K(�i; �i) = K. Therefore H�(K) is the direct limit (seee.g. [ES 52]) of the groups H�K(�i; �i) and so rank H�(K) = lim(rank H�K(�i; �i)). This provesthe corollary. 2We now formulate the main result of this section.4



Lemma 3.If dim(f~g = 0g \ �~Y ) � n � 1 (e.g. if g 6� 0 on �Y ) then for at least one of the valuesx1 = 1; 2; : : : ; B � 2(tT )O(n) we have dim(f~g = 0g \ �~Y \ fX1 = x1g) � n� 2.Before proceeding to the proof of lemma 3 we describe a zero-test based on lemma 3. Continuingto apply lemma 3 one shows by induction on the dimension that there exists a point (x1; : : : ; xn) 2f1; 2; : : : ; Bgn such that for each point (x1; : : : ; xn; y) 2 �Y (recall that Y is de�ned everywhere onIRn+) g(x1; : : : ; xn; y) 6= 0 (thus the zero-test considers all these points fx1; : : : ; xng 2 f1; : : : ; Bgn).Notice that we supposed that �~Y is irreducible, this was used only to reformulate the condition thatg does not vanish on �Y as dim(f~g = 0g \ �~Y ) � n � 1 and just this inequality on the dimensionis used as an inductive hypothesis. Observe also that at each step of the induction we obtain thesame bound B for the number of values of the current coordinate Xi since at each step we dealwith a substitution of some values x1; : : : ; xi�1 instead of X1; : : : ; Xi�1 into the power-fractionalpolynomials f; g that does not increase their sparsity.Now we proceed to the proof of lemma 3. We start with a de�nition. For each point ~x off(~x) = 0 we de�ne the multiplicity mf (~x) of ~x on f as the minimal number k such that somepartial derivative of f of order k does not vanish at ~x. If we have a polynomial and write f =P fiwhere each fi is homogeneous of degree i in ( ~X � ~x) where ~X = (X1; : : : ; Xn), then mf(~x) is thesmallest i such that fi 6� 0. Note if f = g � h, then mf (~x) = mg(~x) +mh(~x).Lemma 4. (cf. [GKO 91])If f 6� 0 is t-sparse, then for each ~x 2 (IR+)n, mf (~x) � t � 1.Proof. Let f = tPi=1 ci ~X~�i where ~�i = (�1i; : : : ; �ni). Let ~a = (a1; : : : ; an) be a vector such that~a � ~�i 6= ~a � ~�j if i 6= j and let D = tPi=1 aiXi @@Xi . It is enough to show that if ~x 2 (IR+)n andf(~x) = D(f)(~x) = : : : = Dt�1(f)(~x) = 0 then f � 0. We have0BBBBBBB@ 1 1 : : :~a � ~�1 ~a � ~�2 : : : ~a � ~�t...(~a � ~�1)t�1 (~a � ~�2)t�1 : : : (~a � ~�t)t�1 1CCCCCCCA0BBBBBBB@ c1~x ~�1c2~x ~�2...ct~x ~�t 1CCCCCCCA = 0BBBBBBB@ f(~x)(Df)(~x)...Dt�1(f)(~x) 1CCCCCCCASince the �rst matrix is a vandermonde matrix and ~x 2 (IR+)n, we have the conclusion oflemma 4. 25



Note that in Lemma 4 it is enough to assume that no coordinate of ~x is zero.Let h 2 IR[X1; : : : ; Xn; Y ] be a polynomial and let V1 � IRn+1 be an irreducible (over IR)component in the Zariski topology of the variety fh = 0g such that dim V1(= dimIR V1) = n. Leth = Q hmii be a factorization of h where hi 2 IR[X1; : : : ; Xn; Y ] are irreducible over IR. Denoteby �V1 � C n+1 the closure of V1 in the Zariski topology, then dimC �V1 = n and �V1 is e�ned andirreducible over IR. Then the generator �h 2 IR[X1; : : : ; Xn; Y ] such that �V1 = f�h = 0gC n+1 isirreducible and �h j h since h vanishes on V1 and thereby on �V1. Let �h = h1 for de�niteness and wesay that the polynomial h1 corresponds to V1, observe that V1 = fh1 = 0g.Let for some x1 > 0, dim(�~Y \f~g = 0g\fX1 = x1g) = n�1. Let U be an irreducible componentof the variety �~Y \ f~g = 0g \ fX1 = x1g of the dimension dim(U) = n� 1. Suppose that V1; : : : ; Vsare all the irreducible components of the variety f~g = 0g such that U � Vj , then s � 1. Observethat for each 1 � i � s either dim Vi = n or dim Vi = n� 1. In the latter case Vi = U since a linearfunction X1 � x1 vanishes on a subvariety of the irreducible variety Vi of the complete dimensionn � 1. Thus either dimVi = n for all 1 � i � s or s = 1 and in this case V1 = U . Suppose thatVs+1; : : : ; Vs1 are all the irreducible components of f ~f = 0g such that U � Vj , then s1 � s � 1.The same observation concerns Vs+1; : : : ; Vs1. Consider ~f ~g = Q hmii a factorization over IR. To eachVj ; 1 � j � s1 with the dimension dimVj = n corresponds some hij as above. For almost all thepoints y 2 Vj , mhij (y) = 1 (since almost all (in the sense of Zariski topology) points of Vj and alsoof �Vj are nonsingular, that is the gradient of hij does not vanish) therefore for almost all the pointsy 2 Vj , m ~f~g(y) = mij .De�ne M = maxfmij + 1g where the maximum is taken over all the polynomials hij whichcorrespond to the irreducible components Vj1 ; : : : ; Vjq among Vj , 1 � j � s1 with dimension n (in thecase q = 0, when there are no such components we set M = 1). Consider the real algebraic variety~U = ~UM � f ~f~g = 0g � IRn+1 consisting of all the points y with the multiplicity m ~f~g(y) � M . Letus show that ~U � U . Namely, for every point ~x 2 U , m ~f~g(~x) � mij1 + : : :+mijq and in the casewhen q � 2 obviously m ~f~g(~x) � M . If q = 1 then the families V1; : : : ; Vs and Vs+1; : : : ; Vs1 cannotconsist both of the same single irreducible variety of dimension n, since otherwise this varietywould be a subvariety of �~Y (notice that here we do not make use of irreducibility of �~Y ), butdim(�~Y \f~g = 0g) � n�1 by the hypothesis of lemma 3. Thus in the case q = 1, one of two familiesV1; : : : ; Vs and Vs+1; : : : ; Vs1 consists of a single irreducible variety of dimension n and another familyconsists of a single variety coinciding with U . Then m ~f~g(~x) = m ~f(~x) +m~g(~x) � mj1 + 1 = M . Inthe case q = 0, m ~f~g(~x) � 1 = M is obvious, which shows ~U � U .Therefore, for each Vj ; 1 � j � s1 we have dim(Vj \ ~U) = n� 1. Observe that lemma 4 implies6



P1�p�qmijp � m ~f~g(~x) � tT �1 since ~f~g is tT -sparse. Hence ~U is de�ned by tT �tT�1+nn � � ((tT )n+1)-sparse polynomial, since the relations de�ning ~U involve the derivatives of ~f ~g of orders less thantT . Let ~U = S1�l�r ~U (l) be a decomposition into irreducible (over IR) components. Each ~U (l) is asubvariety of one of the irreducible components of f ~f = 0g or f~g = 0g. If ~U (l) is contained insome component V of f ~f = 0g or f~g = 0g which di�ers from V1; : : : ; Vs1 then dim( ~U (l) \ U) �dim(V \ U) � n � 2. If ~U (l) � Vj for one of 1 � j � s1 then dim ~U (l) � n � 1 (see above) andeither ~U (l) � U or dim( ~U (l) \ U) � n � 2. If ~U (l) � U then ~U (l) = U since a linear functionX1 � x1 vanishes on the subvariety U of the complete dimension n � 1 of the irreducible variety~U (l) (cf. above). Observe that there exists ~U (l) such that ~U (l) � U (since ~U � U), therefore U is anirreducible component of ~U .Now we can summarize what was proved above in the following.Lemma 5. For each x1 > 0 such that dim(�~Y \ f~g = 0g \ fX1 = x1g) = n � 1 and for eachirreducible (over IR) component U with dimU = n � 1 of the variety �~Y \ f~g = 0g \ fX1 = x1gthere is an index 1 � i � tT such that U is an irreducible component of the variety ~Ui consistingof the points ~x with multiplicity m ~f~g(~x) � i. The variety ~Ui can be de�ned by an (tT )O(n)-sparsepolynomial.Thus, let ~U = ~Ui = S1�l�r ~U (l) be de�ned by a polynomial h 2 IR[X1; : : : ; Xn; Y ], let hjX1=x1 =Q hmjj be the decomposition of the polynomial hjX1=x1 into its irreducible (over IR) factors hj 2IR[X2; : : : ; Xn; Y ]. As was proved earlier there is a factor of hjX1=x1 (let it be h1 for de�niteness)such that U = fh1 = 0g \ fX1 = x1g since dim(U) = n � 1 and U is an irreducible component ofthe variety ~U \ fX1 = x1g = fhjX1=x1g \ fX1 = x1g. Almost all the points of U are nonsingular(in the hyperplane fX1 = x1g (in this context we sometimes say nonsingular omitting to mentiona hyperplane)). By the implicit function theorem, h1 takes both positive and negative values in aneighborhood in fX1 = x1g of any nonsingular point.Represent ~U = ~Ui = S1�l�r1 ~U (l) [ Sr1+1�l�r ~U (l) where ~U (1); : : : ; ~U (r1) are all the irreduciblecomponents among ~U (1); : : : ; ~U (r) satisfying lemma 5 (so they include U), in particular each ofthem has the dimension n � 1 and lies in a hyperplane of the form fX1 = x01g. Fix some R > 0with the property that the closed ball BR with the radius R contains at least one nonsingular pointfrom any irreducible component ~U (1); : : : ; ~U (r1) for all the varieties ~Ui ; 1 � i � tT (cf. lemma 5).Add a coordinate X0 and consider the restriction of the polynomials ~f ~g and h to the sphere7



Sn+1 of the radius R in the space IRn+2 with the coordinates X0; X1; : : : ; Xn; Y . Each of thevarieties considered above, e.g. ~U = ~Ui is transformed to a subvariety ~U (Sn+1) of the sphere Sn+1given by the same polynomial h. It is clear how to describe ~U (Sn+1) geometrically. Let �+ be ahomeomophism of the ball BR onto the upper half of the sphere Sn+1, similar de�ne ��. Then~U (Sn+1) = �+(BR \ ~U) [ ��(BR \ ~U). Similarly one gets ~U (l)(Sn+1).Denote the sphere Sn = Sn+1 \ fX1 = x1g. Then U (Sn+1) � Sn is (n � 1)-dimensional varietyand U (Sn+1) = Sn \ fh1 = 0g. As it was shown above h1 takes both positive and negative valueson Sn, hence the complement Sn nU (Sn+1) has at least two connected components, in other wordsthe reduced homology group ~H0(Sn nU (Sn+1)) is nontrivial (in fact it is a free IR-module with therank one less than the number of connected components). The Alexander duality principle (see[D 80]) implies ~H0(Sn nU (Sn+1)) = Hn�1(U (Sn+1)), in particular the latter group is nontrivial, thusbn�1(U (Sn+1)) � 1.Applying the Mayer-Vietoris formula (see [ES 52]) we obtain the inequality for Betti numbersbn�1( ~U (Sn+1)) � X1�l�r1 bn�1( ~U (l)(Sn+1)) + bn�1( [r1+1�l�r( ~U (l))(Sn+1))taking into account that the dimension of the variety( ~U (l)(Sn+1) \ ( [1�l1�r1 ; l1 6=l ~U (l)(Sn+1) [ [r1+1�l�r ~U (l)(Sn+1)))for 1 � l � r1 does not exceed n� 2, and so (n� 1)-th cohomology group of this variety is trivial.Let us sum these inequalities for all the varieties ~U = ~Ui ; 1 � i � tT . Because of the proved abovebn�1( ~U (Sn+1)) � r1. By the corollary 2(tT )2(tT )O(n) � X1�i�tT bn�1( ~U (Sn+1)i )and the right side of the latter inequality bounds from above (cf. lemma 5) the number of hyper-planes of the form fX1 = x1g such that dim(�~Y \ f~g = 0g \ fX1 = x1g) = n � 1, this completesthe proof of lemma 3. 23 Rationality of the exponents of a normalized minimal sparserepresentationAs in [GKS 90b, GKS 91b], we extend the notion of sparsity and say that a real algebraic functionY (see the introduction) is t-quasisparse if Q = 1 + P1�i�t�1 c(i)Xa(i)11 � � �Xa(i)nn Y b(i) = 0 for suitable8



reals a(i)1 ; : : : ; a(i)n ; b(i); c(i) 2 IR where the exponent vectors (a(i)1 ; : : : ; a(i)n ; b(i)) are pairwise distinctand distinct from 0. Allowing real exponents, we call Q a normalized t-quasisparse representation.In fact, one could consider quasisparse representations of not only algebraic functions, but we donot need it here.We prove in this section that if Q is a minimal t-quasisparse representation, then actually alla(i)j ; b(i) 2 Q . We start with the case n = 1.Lemma 6. If a real algebraic function Y : IR+ ! IR+ is minimal t-quasisparse and satis�es1 + P1�i�t�1 c(i)Xa(i)Y b(i) = 0 then a(i); b(i) 2 Q unless t = 2 (the latter means that Y equals to amonomial in X).Proof. We can consider continuation of Y on C (and get �Y � C 2) and also get an algebraicfunction ( satisfying the same polynomial relation). We can also analytically continue the relationQ. As usually in the neighborhood of a point of �Y where X = 0 or Y = 0 (so the function Xa(i)or Y b(i) have singularities), one should understand the relation Q to hold in a neighborhood witha branch cut deleted (i.e. having a curve starting from the singular point deleted).Since the Newton polygon process and Puiseux series can be generalized to take into accountfractional-power polynomials, we let Y = cXa +P jXj=� be the Puiseux series of an algebraicfunction Y (X) in a neighborhood of X = 0. Let the leading term be cXa and � be a commondenominator of the (rational) exponents (including a). If we let Y1 = Y=cXa, then Y1 satis�esthe relation 1 + P1�i�t�1 c(i)cb(i)Xa(i)+b(i)aY b(i)1 = 0 and Y1 is also minimally t-quasisparse. Setting~X = X1=�, then Y1 is analytical in a neighborhood of 0 as a function of ~X and Y1(0) = 1, thereforeY b1 is also analytical in a neighborhood of 0 for each b 2 IR. Hence the equality1 + X1�i�t�1 c(i)cb(i) ~X�(a(i)+b(i)a) � Y b(i)1 = 0can be reduced to an equality1 + X�(a(i)+b(i)a)2ZZ c(i)cb(i) ~X�(a(i)+b(i)a)Y b(i)1 = 0where the summation ranges over all �(a(i)+ b(i)a) 2 ZZ. Thus, because of minimal t-quasisparsityof Y1 we get that a(i)+ b(i)a 2 Q for all 1 � i � t� 1. Since Y1 6� const (otherwise Y is a monomialin X which is equivalent to t = 2) one can change the roles of X; Y1 and consider X as an algebraicfunction of Y1. Let c1Y b1 be the �rst term of the Puiseux series expansion of X in the neighborhoodof Y1 = 0, denote X1 = X=c1Y b1 , then b 2 Q and X1(0) = 1. We get1 + X1�i�t�1 c(i)cb(i)ca(i)+b(i)a1 Xa(i)+b(i)a1 Y b(i)+b(a(i)+b(i)a)1 = 0 :9



As above one proves that b(i) + b(a(i) + b(i)a) 2 Q , hence b(i) 2 Q , �nally one concludes thata(i) 2 Q , that proves lemma 6. 2Observe that the statement of the lemma holds also for an algebraic function Y over a �eldk(X) where k � C . Now we treat algebraic functions in many variables.Corollary 7. Let k � C be a �eld and Y be minimal t-quasisparse and algebraic overk(X1; : : : ; Xn). Assume Y is not a monomial. If Q(X1; : : : ; Xn; Y ) = 0, then all the exponentsa(i)j ; b(i) 2 Q .Proof. We argue by induction on n.For n = 1, this follows from lemma 6 and the observation after it. Assume for some i, Y = X�j ~Ywhere ~Y is algebraic over k(X1; : : : ; Xj�1; Xj+1; : : : ; Xn). This implies � is rational. We then have1 + X1�i�t�1 c(i)Xa(i)11 � � �Xa(i)j +b(i)�j � � �Xa(i)nn ~Y b(i) = 0Since ~Y does not depend on Xj and Y is minimally t-quasisparse, we have that a(i)j + b(i)� = 0.By induction each b(i) 2 Q , so a(i)j 2 Q . The induction hypothesis implies that all other exponentsare rational as well.Now assume that for all j, Y 6= X�j ~Y for any ~Y algebraic over k(X1; : : : ; Xj�1; Xj+1; : : : ; Xn).Apply lemma 6 to Y considered as an algebraic function in Xj over k(X1; : : : ; Xj�1; Xj+1; : : : ; Xn)(without loss of generality we can suppose that k is �nitely generated over Q , so one can considerthe �eld k(X1; : : : ; Xj�1; Xj+1; : : : ; Xn) as a sub�eld of C ). This implies that a(i)j ; b(i) 2 Q . TheCorollary is therefore proved. 24 Finding the exponents of minimal t-sparse representationsAssume (as in the introduction) that Y is minimally t-sparse and let f(X1; : : : ; Xn; Y ) = 1 +P1�i�t�1 (i)X�(i)11 � � �X�(i)nn Y �(i) = 0 be a normalized t-sparse representation of Y . Introduce variablesa(i)1 ; : : : ; a(i)n ; b(i) ; 1 � i � t� 1 that take their values in IR and de�ne operators Dl = Xl ddXl ; 1 �l � n. For any choice of the operatorsD1; : : : ;Dt�1 such that Dj = Dj11 � � �Djnn where 1 � ord(Dj) =j1 + : : :+ jn � t � 1, denote the generalized WronskianWD1 ;:::;Dt�1 = det(Dj(Xa(i)11 � � �Xa(i)nn Y b(i)))1 � i; j � t� 1Xa(1)1 +:::+a(t�1)11 � � �Xa(1)n +:::+a(t�1)nn � Y b(1)+:::+b(t�1)�(t�1)22 ZZ[a(1)1 ; : : : ; a(1)n ; b(1); : : : ; a(t�1)1 ; : : : ; a(t�1)n ; b(t�1); fDY g0 � ord(D) � t� 1]10



Observe that dega(1)1 ;:::;b(t�1)(WD1;:::;Dt�1) � t� 1degY (WD1;:::;Dt�1) � (t� 1)2degfDY g1�ord(D)�t�1(WD1;:::;Dt�1) � t� 1From [K 73], p. 83, it follows that 1 + P1�i�t�1 ciXa(i)11 � � �Xa(i)nn Y b(i) = 0 (so the exponentsa(i)1 ; : : : ; a(i)n ; b(i) provide a normalized t-sparse representation) for suitable ci 2 IR i�WD1;:::;Dt�1 = 0for all choices of D1; : : : ;Dt�1 where 1 � ord(Dj) � t � 1 ; 1 � j � t� 1. DenoteW = X1�ord(Dj)�t�1; 1�j�t�1W 2D1;:::;Dt�1 :Consider a minimal K such that a fractional-power polynomial @Kf@Y K does not vanish identicallyon �Y . Such K exists and moreover K � t � 1. Indeed, rewrite f = P1�s�t Y �(s)fs where fs arefractional-power polynomials in X1; : : : ; Xn, if @f@Y ; : : : ; @t�1f@Y t�1 vanish on �Y then by lemma 4 everyfs also vanishes on �Y which is impossible since Y is de�ned on IRn+. Then0 = ddXl @K�1f@Y K�1 = @Kf@Xl@Y K�1 + ( @Kf@Y K ) dYdXl :Continuing applying the operators Dl we get by induction on r = ord(Dj) that DjY can beexpressed in the form h=( @Kf@Y K )2r�1 where h can be considered as a polynomial in t+ 1 monomialsM = fY;X�(1)11 � � �X�(1)nn � Y �(1)�t�r ; : : : ; X�(t)11 � � �X�(t)nn � Y �(t)�t�rgof the degree t+ O(r).Substituting these expressions in W we obtain an expression Ŵ of the form ĥ=( @Kf@Y K )2t2 whereĥ 2 ZZ [a(1)1 ; : : : ; b(t�1)][Y;X�(1)11 ; : : : ; X�(1)nn ; Y �(1)�2t; : : : ; X�(t)11 ; : : : ; X�(t)nn ; Y �(t)�2t]of degree O(t2) in the monomials fromM with r = t� 1.Apply lemma 3 taking as g = Ŵ � ( dKfdY K )2t2+1 = ĥ( dKfdY K ). Then one can bound the sparsityT of g as follows: T � tO(t). Lemma 3 implies that there is a point (x1; : : : ; xn) 2 f1; : : : ; B1gn.where B1 � 2tO(nt) such that g(x1; : : : ; xn; y) 6= 0 for any value y of the function Y in the point(x1; : : : ; xn), provided that g does not vanish identically on �Y . Since ( dKfdY K )(x1; : : : ; xn) 6= 0 allthe derivatives (Djy)(x1; : : : ; xn) are de�ned, thus W (x1; : : : ; xn) is de�ned and W (x1; : : : ; xn) 6= 0.Thus, we obtain the following 11



Lemma 8. a(1)1 ; : : : ; a(1)n ; b(1); : : : ; a(t�1)1 ; : : : ; a(t�1)n ; b(t�1) are the exponents of some normalizedt-sparse representation of Y if and only if the vectors (a(i)1 ; : : : ; a(i)n ; b(i)) are pairwise distinct anddistinct from the zero vector (we call this the nontriviality condition on a(1)1 ; : : : ; b(1)) and thefollowing system holds: W (x) = 0 ; x 2 J (1)where J is the set of points x 2 f1; : : : ; B1gn where B1 � 2tO(nt) for which (DY )(x) are de�ned forall the operators D of the orders at most t� 1.Remark that W (x) 2 IR[a(1)1 ; : : : ; b(t�1)] and we get this polynomial of degree at most O(t) inO(nt) variables by plugging for (DY )(x) the black-box values, provided that they are de�ned.Corollary 7 implies that all the solutions a(1)1 ; : : : ; b(t�1) of a system of polynomial inequalities(1) (under the nontriviality condition) are rationals, therefore (1) has only a �nite number ofsolutions. We say that deg f � � (and so deg Y � �, see the introduction) if the absolute valuesof numerators and denominators of the rational numbers �(i)j ; �(i) do not exceed �. The algorithmsolves the system (1) (with the nontriviality conditions) using [GV88] in Bn1 to(nt)(log deg Y )O(1) �2tO(nt)(log deg Y )O(1) arithmetic operations with the depth tO(nt)(log deg Y )O(1) ([HRS 90]). Denotealso by M the maximum of absolute values of the outputs of the black-box during the computation,then the bounds from [GV88] imply that deg Y � M2tO(nt) . Observe also that [GV88] entailsthat (1) (with nontriviality condition) has at most tO(nt) solutions, thus the normalized t-sparserepresentations of Y .If it is only known that Y is t-sparse, then the algorithm tests successively t1 = 1; 2; : : :� t forminimal t1-sparsity.Summarizing we formulate the main result of the paper:Theorem. a) For t-sparse real algebraic function Y one can �nd t1 � t and the exponentvectors of all its normalized minimal t1-sparse (t1 � t) representations with 2tO(nt)(log deg Y )O(1)arithmetic operations and with the depth tO(nt)(log deg Y )O(1). The number of all minimal normal-ized sparse representations does not exceed tO(nt).b) One can also bound deg Y � M2tO(nt) where M is the maximum of absolute values of theoutputs of the black-box during the computation.References[BCR 87] Bochnak, J., Coste, M., and Roy, M. F., G�eom�etrie algebrique r�eelle, Springer-12
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